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Abstract

In previous work, we proposed a modal fragment
of the situation calculus calleg$s, which fully cap-
tures Reiter’s basic action theorie€S also has
epistemic features, including only-knowing, which
refers to all that an agent knows in the sense of hav-
ing a knowledge base. While our model of only-
knowing has appealing properties in the static case,
it appears to be problematic when actions come into
play. First of all, its utility seems to be restricted to
an agent’s initial knowledge base. Second, while
it has been shown that only-knowing correctly cap-
tures default inferences, this was only in the static
case, and undesirable properties appear to arise in
the presence of actions. In this paper, we remedy
both of these shortcomings and propose a new dy-
namic semantics of only-knowing, which is closely
related to Lin and Reiter’'s notion of progression
when actions are performed and where defaults be-
have properly.

Introduction

In previous work, Lakemeyer and Levesqlz004; 2005

Hector J. Levesque
Dept. of Computer Science
University of Toronto
Toronto, Ontario
Canada M5S 3A6

hector@cs.toronto.edu

to capture all an agent knows in the sense of having a knowl-
edge base. For illustration, consider the following secgen
which is logically valid in&S:

O (Fragile(o) A —=Broker(0) A SSAsr) D
[drop(0)] (K (Brokeno)) A ~K(Glasg0))) .

In English: if all the agent knows is thatis fragile and not
broken and that the successor state axiom$Bfokenand

Fragile hold, then after dropping, the agent knows thatis

broken, but does not know thais made of glass.

Let us now consider what the agent should only-know after
the drop action has occurred. Intuitively, the agent’'s kikow
edge should change in that it now believes i broken,
with everything else remaining the same. Formally,

[drop(0)] O(Fragile(o) A Broker{o) A SSAsr).

In fact this view corresponds essentially to what Lin and Re-
iter (LR) [1997] call theprogressionof a database wrt an
action. It turns out, however, that the semantics of only-
knowing as proposed iflLakemeyer and Levesque, 2404
differs from this in that the last formula aboveristentailed.
The reason is that their version, unlike progression, do¢s n
forget what was true initially (like whether or notwas al-
ready broken), and so more ends up being known.

The LR notion of progression allows for efficient imple-

proposed a modal fragment of the situation calculus callegnentations under certain restrictiofisn and Reiter, 1997;

&S, which fully captures Reiter's basic action theories|j, and Levesque, 2005; Vassos and Levesque, RGO

and regression-based reasoning, including reasoningt abogeing able to forget the past seems essential for this. Hence

knowledge. So, for example, the language allows us to fore previous semantics of only-knowing may not be very use-

mulate Reiter-style successor state axioms such as this oneg;| except perhaps in the initial state. In this paper, we

Va,z.0([a]Brokenz) = present a new semantics of only-knowing which avoids this

(a = drop(z) A Fragile(x)) Vv pitfall and is fully compatible with LR’s idea of progressio
(Broker(x) A a # repair(z))) Levesque[199d showed that only-knowing in the static

In English: after any sequence of actiofis)( an objectz f(?:sisetl(lasnﬂi?ﬁggilgﬁo?rgdifggg r?iﬁiog;g?ng;h?hzeggg SI]; au-

will be_ broken after d_omg action ([a]Broker(x)) iff a is the that objects are fragile unless known otherwise can be writ-

dropping ofr whenz is fragile, orz was already broken and

a is not the action of repairing it. Here we assume tragile ten as
is a predicate which is not affected by any action so that its
successor state axiom would be

Ve—-K-Fragile(z) D Fragile(z).
If the agent uses this default instead of the fact tha
. _ . fragile then it would still conclude, this time by defauhlat
Va,z.U([a]Fragile(z) = Fragile(z)). ois fragile and hence believe that it is broken after dropping
Let us call the conjunction of these two axio®SAs . Inad-  it. But suppose that is actuallynotfragile. What should the
dition to action and change, the langudftalso addresses agent believe aftesensinghe status ob’s fragility? Clearly,
what an agent knows and only-knows. The latter is intendedt should then believe thatis indeed not fragile and it should



not believe that dropping will break it. That is, the default dition axioms characterizing the conditions under which

should no longer apply. Unfortunately, the previous defini- Possholds, it can contain axioms characterizing the con-

tion of only-knowing does not do this. The problem, roughly, ditions under whictsFholds.

is that the initial default conclusion thatis fragile cannot

be distinguished from a hard fact. Subsequently sensing thé.1 The language

opposite then leads to an inconsistency. The symbols oS, consist of first-order variables, second-
In this paper we will fix this problem by proposing a se- order predicate variables of every arity, rigid functiofigw-

mantics which separates conclusions based on facts froexy arity, fluent predicate symbols of every arity, as well as

those based on defaults. To this end, we will distinguish bethese connectives and other symbois; A, -, V, K, B, O,

tween what is known for sure (using the modalf§) and  Q, [J, round and square parentheses, period, comma. We as-

what is believed after applying defaults (using anotherahod sume two special fluent predicatesssandSF (for sensing).

ity B). In fact, defaults themselves will be formulated using K, B, O, andQ2 are called epistemic operators.

B instead ofK. All this will be integrated with progression Thetermsof the language are formed in the usual way from

in the sense that defaults will be applied to the progressefirst-order variable and rigid functions.

knowledge base. We letR denote the set of all rigid terms (here, all ground
For space reasons, the paper contains no proofs. These ar@ms). For simplicity, instead of having variables of te

a comparison between the old and new semantics of onlytion sort distinct from those of thebjectsort as in the sit-

knowing and between our notion of progression and that otiation calculus, we lump both of these together and allow

Lin and Reiter can be found ilLakemeyer and Levesque, ourselves to use any term as an action or as an object.

2009. The well-formed formula®f the language form the least set
The rest of the paper is organized as follows. In the nexsuch that

section, we introduce the logi&S,, which is like the old&S

except for the new semantics of only-knowing and defaults. 1. tl)f fl' dlﬁk are t]jrms,F IS aéc-aré/ pred|9att)|ez Sytrﬁ-
This semantics agrees with the previous one in the staté cas Ol, and V' IS a k-ary Second-order variable, then
F(t1,...,tx)andV (tq,..., 1) are (atomic) formulas;

After that we consider only-knowing in the context of basic .
action theories. In particular, we show that what is only- 2. If ¢; andt, are terms, the(¥; = t») is a formula;
known after an action _extends LR’s or|g|n<_al |<_jea of progres- 3. if o andg3 are formulasy is a first-order variabldy/ is a
sion, and how reasoning about defaults fits into the picture.  gecond-order variable, ands a term, then the following

We then address related work and conclude. are also formulasiaA8), —a, Yv. a, YV. a, [fa, Oa,
. Ko, Ba, Oa, andQao, where the formulas followin@
2 The Logic&S, andQ are restricted further below.

The language is a second-order modal dialect with equality we read[t]o as “a holds after action”, and Do as “o
and sorts of type object and action. Before presenting th@o|ds after any sequence of actions,” alid (Ba) as “the
formal details, here are the main features: agent knows (believes).” Oa may be read as “the agent
e rigid terms The ground terms of the language are takenonly-knowsa” and is intended to capture all the agent knows
to be isomorphic to the domain of discourse. This allowsabout what the world is like now and how it evolves as a re-
first-order quantification to be understood substitution-sult of actions. Here no defaults are taken into account, jus
ally. Equality can also be given a very simple treatment:facts which, as we will see later, come in the form of a ba-
two ground terms are equal only if they are identical. ~ Sic action theory similar to those proposed by Rei20014.

« knowledge and truth The language includes modal op- Therefore,v_ve restriad to apply_to s_,o—calledt_)jecti\{e formu-
eratorsK and B for knowledge and belief. Thé& op- las only, which are those mentioning no epistemic operators.

erator allows us to distinguish between sentences th%mal(ljybﬂo‘h's meant tg Caﬁt“r? all an.d ogly thehdefaults Itl)e-
are true and sentences that are known (by some implic {?Vf byl.t fef agenlt. or:_tham IS ;gstrlct(_eth t%W at ;/ve ca
agent). TheB operator allows an agent to have false > 2HC _etle formu a,'fw ich mention neitheE1 nor [¢] nor
beliefs about its world or how its world changes. For 2N EpIStemic operator except

example, we can model situations where an object is noﬁ‘ﬁz u;szlbaz\tﬁgﬁgg 5\3\’@(3 - ﬁt())’ rgoé; ?g’rn?a}l:;va?r?
fragile but the agent does not know it, yet may beIievea” i‘ree occurrences of \./ariabjesrgeﬁ laced by term. We call
that it is fragile by default. P y :

a formula without free variablessentence

e sensing The connection between knowledge and truth  We will also sometimes refer tetatic objective formulas,
is made with sensing. Every action is assumed to havhich are the objective formulas among the static belief for
a binary sensing result and after performing the actionmulas, andluent formulaswhich are formulas with ndx,
the agent learns that the action was possible (as indi©, B, Q, [, [t], Poss or SF3
cated by thdPosspredicate) and whether the sensingre-—_~
sult for the action was 1 or 0 (as indicated by BE See]Scherl and Levesque, 200@r how to handle arbitrary sensing

predicate) Just as an action theory may contain precon-esults. o
2Equivalently, the version in this paper can be thought ofas h

For convenience, we assume that every action returns agfperh ing action terms but no object terms.
trivial) sensing result. Here, we restrict ourselves taabjrvalues. 3In the situation calculus, these correspond to formulasate



2.2 The semantics 6. e,w,z,u | —a iff e, w,z,ulE o
The main purpose of the semantics we are about to presentis7. e, w, z, u EVe.a iff e,w,z,ulof, forallt e R;
to be precise about how we handle fluents, which may vary 8 YV o iff
as the result of actions and whose values may be unknown.®: & %%t ':, a ]! I _
Intuitively, to determine whether or not a sentencés true e,w,z,u' F o, forallu’ ~v u;
after a sequence of actionsas been performed, we needto 9. e, w,z,u O« iff e,w,z-2",u | «a, forall 2’ € Z;
specify two things: a worldv and an epistemic state A To define the meaning of the epistemic operators, we need
world determines truth values for the ground atoms after any o o11owing definition:

; ; . . , g definition:
sequence of actions. An epistemic state is defined by a set o?

worlds, as in possible-world semantics. Definition 1 Letw be a world anc: a set of worlds, and a
More precisely, letZ be the set of all finite sequences of sequence of actions. Then
elements ofR including( ), the empty sequence: should be 1. w, is a world such thatw.[p, z'] = w(p,z-2'] for all

understood as the set of all finite sequences of actions. Then  ground atomsg and action sequences;
e aworldw € W is any function frong (the set of ground

atoms) andzZ to {0, 1}. ) ) )
. . . Note thatw, is exactly likew after the actions have oc-
* an epistemic state C ' is any set of worlds. curred. So in a sense,. can be thought of as the progression
To interpret formulas with free variables, we proceed asof w wrt z. e? then contains all those worlds efwhich
follows. First-order variables are handled substitutiiynas-  are progressed wetand which are compatible with (the real)
ing the rigid termsR. To handle the quantification over world w in terms of the sensing results and where all the ac-
second-order variables, we use second-ovaeiable maps tions inz are executable. Note that wheris empty,e? = e.

defined as follows: .
10. e, w, z,u = Ka iff
Thesecond-order ground atonase formulas of the forallw' € e¥, e¥,w',(),ul= o

formV (t1,...,t;) whereV is a second-order vari- 11 Ou iff
able and all of the; are inR. A variable mapu is a - & “f” Z’lltl ':, o m .
function from second-order ground atomg €g1}. orallw’, w' € ey iff e, w', ), uf=a.

Let v andw’ be variable maps, and & be a second-order I other words, knowing in e andw after actions: means
variable; we write:’ ~y u to mean that andu’ agree except  thatais true in all the progressed worlds©vhich are com-

2. e¥ ={w,|w € eand w ~, w}.

perhaps on the assignments involvirig patible withw. O« is quite similar except for the “iff,” whose
Finally, to interpret what is known after a sequence of ac-effect is thate?” must contain every world which satisfias
tions has taken place, we definé ~. w (read: w’ agrees BandQ are meant to capture what the agent believes in ad-
with w on the sensing throughout action sequencimduc-  dition by applying defaults. Having more beliefs (as a resul
tively by the following: of defaults) is modeled by considering a subset of the worlds

in ey. Forthat purpose, we introduce a functiowhich maps

each set of worlds into a subset. In particular, we requie th

2. w 0w iff w2, w, §(e?) C e¥. Asé is now part of the model (just liker and
w'[Posgt), z] = 1 andw'[SK), z] = w[SK{), z]. e) we add it to the L.H.S. of the satisfaction relation with the

Note that~, is not quite an equivalence relation because ofunderstanding that the previous rules are retrofitted walb
the use oPosshere. This is because we are insisting that theVell. Then we have:
agent comes to believe thadsswas true after performingan 12 ¢ w, z,u,6 = Ba iff
action, even in those “non-legal” situations where thececti forallw’ € 6(e¥), e, w',(),u,d = a;
was not possible in reality. :
Putting all these together, we now tur to the semantic defi-13- ¢ @, 2, u, 0 [= Qa iff o e
nitions for sentences &%,. Given an epistemic stateC W, forallw’ e e, w' € 6(e?) iff e, w', (), u, 6 |= o
aworldw € W, an action sequence € Z, and a second-  Note that the only difference betwedd and B is that the
order variable map, we have: latter considers(e¢?) instead ofe?. Likewise, the definition
1. e,w, z,ul= Fty, ... ty) iff w[F(t,...,tx),2z]=1; 0f Qis similar to that ofO. The role of§2is to constrainy
2. w2 u = Vit te) iff ulV(t t)] = 1; to prc_)(_juce a sp_eC|aI subsetdf. Rc_)ughly, the effect of the
At Lyeeeo bk Lyeeeo bk ’ definition of Q« is that one starts with whatever facts are be-
3. e,w, z,u |= (t; = to) iff ¢, andt, are identical, lieved (represented hy”) and then settles on a largest subset
4. e,w, z,u = [tla iff e,w, z-tu=o; of €2’ such that (representing the defaults) is also believed.
. We say that a sentence §i%; is true at a givere, w, and
5. ew,zu = (@ f) iff _ § (writtene, w, § = a) if e,w, (),u,d = o for any second-
e,w,z,u = aande,w,z,u = 5 order variable map. If ¥ is a set of sentences andis a
uniform in some situation term. sentence, we writ& = « (read: ¥ logically entailsa) to
“An alternate account that would state that the agent leams t mean that for every, w, ands, if e,w,d = o' for every
true value ofPoss(analogous t&F) is a bit more cumbersome, but o’ € X, thene, w, § = «. Finally, we write}= « (read:« is
would allow~, to be a full equivalence relation. valid) to mean{} = .

1w~y wforall w';



For reasons of space we cannot go into details about th8.2 Progression = Only-knowing after an action

general logical properties of the epistemic operators. Tq o 5 now turn to the first main result of this paper. The

demonstratett_hat thhg ohpelrlar':ors are wlell-behavtgd, we ?"?Iy li question we want to answer is this: suppose an agent is given
Some properties, which all have simple semantic proots: 3 pasic action theory as its initial knowledge base; how do

F O(Ka D Ba) we characterize the agent's knowledge after an action is per
= D0(0Oa D Ka) formed? As hinted in the introduction, only-knowing will
= 0(Qa D Ba) _ _ give us the answer.

Moreover,K andB satisfy the usuak'45 axioms of modal In the following, for a given basic action theod®, we
logic [Hughes and Cresswell, 1968nd they are mutually gometimes writes for 3, and[J3 for the rest of the action
introspective, e.g= 0(Ba O KBa). theory X e U Ypost U Yeense We assume that andp refer to

the right-hand sides of the definitions Béssand SFin X,
3 The Semantics of Progression and Defaults andyr is the right-hand side of the successor state axiom for
fluent . Also, let ' consist of all the fluent predicate sym-
3.1 Basic action theories bols inX, and letP be corresponding second-order variables,
where eachP; has the same arity &§. ThenaZ denotes the
Let us now consider the equivalent of basic action theoriesormula« with every occurrence of; replaced byP;.
of the situation calculus. Since in our logic there is no ex- The following result characterizes in general terms alf tha
plicit notion of situations, our basic action theories do®  js known after performing an action:

guire foundational axioms like Reitef20014d second-order ) )
induction axiom for situations. The treatment of defauits i 1heorem 1 LetY = ¢ A IS be a basic action theory and

deferred to Section 3.3. an action term. Then

- . EO(eADOB)D
Def|n|t|(_)n 2 Given a set of_fluent§, a setE_ C &S of sen- (SF(t) > [{]O(T ADB)) A
tences is called a basic action theory ovEiiff (—SH1t) > []O(¥ ATRB)),

¥ =30 U Xpe U Epost U SsenseWhere . . ) .
where¥ = IP[(p A7 A )5 AN AVEF(T) = ypi] and

U =3P[(¢ A e A —p?)E A AVEF(Z) = yroE].
2. Y, is a singleton sentence of the foffiPosga) = T, (6 A . 7t )Pl A @ WFtP]. -
wherer is a fluent formula® What the theorem says is that if all the agent knows initially
is a basic action theory, then after doing actiall the agent
3. Xpost is @ set of sentences of the fofia| F'(v) = vr,  knows is another basic action theory, where the dynamic part
one for each relational fluent' in 7, respectively, and (O3) remains the same and the initial database replaced
where theyr are fluent formulas. by ¥ or ¥’, depending on the outcome of the sensing. Note
fthat the two sentences differ only in one plagé,vs. —¢f.
Roughly,¥ and¥’ specify how the truth value of each fluent
Fin F is determined by what was true previous#),(tak-

The idea here is that, expresses what is true initially (in INg into account that the action was possibig)(and that the
the initial situation) ¥, is one large precondition axiom, and S€nsing result was either trugi{) or false t¢f). Since after
Shest IS @ set of successor state axioms, one per fluert,in  Performing an action, the agent again only-knows a basic ac-
which incorporate the solution to the frame problem progose tion theory, we can take this as its new initial theory and the
by Reiter[1991]. Y. characterizes the sensing results of PrOCess can iterate. We remark that our notion of progressio
actions. For actions likelrop(o), which do not return any IS Very closely related to progression as definedlbiy and

useful sensing informatioSFcan be defined to be vacuously Reiter, 1997, but extends it to handle sensing actions. Note
true (see below for an example). that, while Lin and Reiter need to include the unique names

We will usually require thaklye, Zposy andsensebe first- axioms for actions in the progression, we do not, as these are

order. Howevery, may contain second-order sentences. Asb”'lt Into the_ logic. . .
we will see, this is inescapable if we want to capture progres, W& mentioned above that after an action, the resulting
sion correctly. In the following, we assume tiatand hence Knowledge base can be taken as the new initial knowledge
F) is finite and we will freely use& or its subsets as part of base, and the progression can iterate. The following timeore

sentences with the understanding that we mean the conjun?hhows that this view is justified in that the entailments abou
tion of the sentences contained in the set. the future remain the same when we substitute what is known

about the world initially by its progression. Here we only

SWe assume that all free variables are implicitly univessall consider the case whe&() is true.
quantified and thalfl] has lower syntactic precedence than the log-Theorem 2 = O(¢ A 0B) A SHt) D [t K(a) iff
ical connectives, so thdflPosga) = = stands for the sentence = O AOB) D K(a).
Va.O(Posga) = 7). ] o

SThe [t] construct has higher precedence than the logicaln English (rOUg_hW): It follows fr(_)m yOL!”n[“a' knOYV|edg
connectives. Sdl[a]F(Z) = ~r abbreviates the sentence base that you will know after doing actiort iff knowing o
Va,Z.0([a]F(Z) = vrF). follows from your progressed knowledge base.

1. ¥, is any set of fluent sentences;

4. YeenselS @ Sentence exactly parallel to the one for Poss o
the formOSHa) = ¢, wherey is a fluent formula.



3.3 Defaults for basic action theories

Here we restrict ourselves to static defaults like “birds-no
mally fly” In an autoepistemic settingMoore, 1985;
Levesque, 1990these have the following form:

VZ.Ba A B O 7,

which can be read as “if is believed and is consistent with
what is believed then assume Here the assumption is that
«, (3, and are static objective formulas.

1. BFragile(o);

2. [drop(o)]| BBroker{o);

3. [senseko)| K—Fragile(o);

4. [senseko)][drop(o)] K—Broker{o).

(1) holds because of the default, sinégnon-fragility is not
yet known. Notice, in particular, the role 64 while the
semantics oES, puts no restrictions ot other tharv(e) C
e,8 it is Q%4 Which forcesd(e) to be the largest subset of

Let >4 be the conjunction of all defaults of the above form e which is compatible with the default, that iSselects only

held by an agent. For a given basic action théorgs defined

worlds frome whereo is fragile. (2) holds because the default

in Section 3.1, the idea is to apply the same defaults to vshat ialso applies aftedrop(o). In particular, Theorem 3 applies as
known about the current situation after any number of astion [drop(0)|O(Broker(o) = Fragile(o) A TJ3) follows as well.
have occurred, that is, for the purpose of default reasoning-inally, in (3) and (4) the agent has found out that not

we assume thdaflQY, holds. The following theorem relates
what is then believed after one action has occurred (W8Ere
returns true) with stable expansididoore, 1985%.”

Theorem 3 Lett be a ground action antl = ¢ AJS a basic
action theory such that OX A SKt) D [t]|O(y ATOg) and
1 is first order. Then for any static belief sentence
': (0)2WN SF(t) AN et D [t]B’}/ iff
~ is in every stable expansion ¢fA Xger.

3.4 Anexample

fragile, blocking the default sinde O(Ka D Ba).

4 Related Work

While the situation calculus has received a lot of attenition
the reasoning about action community, there are, of course,
a number of alternative formalisms, including close reki
like the fluent calculugThielscher, 199Pand more distant
cousins such agKowalski and Sergot, 1986; Gelfond and
Lifschitz, 1993.

While &S, is intended to capture a fragment of the situ-

To illustrate progression, let us consider the example ef thation calculus, it is also related to the work formalizing ac

introduction with two fluentsBroken and Fragile, actions
drop(z), repair(x), andsenselzx) (for sensing whether is
fragile). First, we let the basic action theotyconsist of the
following axioms:
Yo = {Fragile(o), -Broker(o) };
Ype = {0OPosga) = true} (for simplicity);
Ypost = {SSAsr} (from the introduction);
Ysense= {OSHa) = Jz.a = drop(z) A true V
a = repair(z) Atrue vV a = senselz) A Fragile(z)}.
As before, lefd5 beXye U Epost U sense Then we have
E X A0 AOB) D [drop(0)]O(T ALOB),
where¥ = 3P, P’'.[-P(0) A P'(0)A
Jz.drop(0) = drop(z) A true v
drop(0) = repair(z) A true v
drop(o) = sensefz) A P'(z) A
Vx. Broker(z) = drop(o) = drop(z) A P'(z) V
P(z) A drop(o) # repair(z)A
Vz. Fragile(x) = P'(x)].
Using the fact that all actions are distinct, it is not diffico
see thatl can be simplified to
(Fragile(o) A Broker(0)).
In other words, after dropping, the agent’'s knowledge base
is as before, except thatis now known to be broken.

To see how defaults work, we now [Btbe as before except
that, = {-Broker{o)} and let¥’ = ¥ U {-Fragile(o)}.
Let Y4er = {Vz.—~B-Fragile(z) D Fragile(z)}. Then the
following are logical consequences of

E/ A\ 0(20 A Dﬁ) A DQZdef .

"Roughly, E is a stable expansion efiff for all ~, v € Eiff v is
afirst-order consequence pf}U{Bg |5 € E}U{—Bj|S ¢ E}.

tion and change in the framework of dynamic logitarel,
1984. Examples aréDe Giacomo and Lenzerini, 19pand
later [Herzig et al, 2004, who also deal with belief. While
these approaches remain propositional, there are alse first
order treatments such 49emolombe, 2003; Demolombe,
Herzig, and Varzinczak, 2003; Blackbuehal, 2001, which,
like £So, are inspired by the desire to capture fragments of
the situation calculus in modal logic. Demolombe (2003)
even considers a form of only-knowing, which is related to
the version of only-knowing ifLakemeyer and Levesque,
2004, which in turn derives from the logi®L [Levesgue
and Lakemeyer, 2001

The idea of progression is not new and lies at the heart
of most planning systems, starting with STRIFFkes and
Nilsson, 1971, but also in implemented agent programming
languages like 3APL[Hindriks et al, 1999. Lin and Re-
iter (1997) so far gave the most general account. Restricted
forms of LR-progression, which are first-order definable, ar
discussed ilLin and Reiter, 1997; Liu and Levesque, 2005;
ClaRenret al, 2007; Vassos and Levesque, 2007

Default reasoning has been applied to actions mostly to
solve the frame probledShanahan, 1993 Here, however,
we use Reiter's monotonic solution to the frame problRe-
iter, 1991 and we are concerned with the static “Tweety-
flies” variety of defaults. Kakas et al200g recently made
a proposal that deals with these in the presence of actions,
but only in a propositional setting of a language related to
A [Gelfond and Lifschitz, 1993

5 Conclusion

The paper introduced a new semantics for the concept of
only-knowing within a modal fragment of the situation cal-

8Heree is the (unique) set of worlds which satisfi@$Zo ALS).



culus. In particular, we showed that, provided an agentsstar [Kowalski and Sergot, 1986R. Kowalski and M. Sergot. A logic
with a basic action theory as its initial knowledge basenthe based calculus of eventdlew Generation Computing:67—

all the agent knows after an action is again a basic action the 95, 1986.

ory. The result is closely related to Lin and Reiter’s notion[Lakemeyer and Levesque, 200%. Lakemeyer and H. J. Le-
of progression and generalizes it to allow for actions which vesque, Situations, si! Situation Terms, no!.Ninth Conf.
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