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Abstract

Recently Lakemeyer and Levesque proposed the
logic AOL, which amalgamates both the situation

calculus and Levesque’s logic of only knowing.

While very expressive the practical relevance of the
formalism is unclear because it heavily relies on 5.
second-order logic. In this paper we demonstrate
that the picture is not as bleak as it may seem. In

Answer: yes (Note that even ifC’ were not red, the
answer would still bges)

4. The robot now picks ug'.
Are you holding all the red letters? Answemknown
(For all the robot knowsD could be red or not.)

Are you holding all the known red letters? Answges
(C is the only letter known to be red.)

Recently, Lakemeyer and Levesd4é have proposed the

1

particular, we show that for large classes4® L
knowledge bases and queries, including epistemic
ones, query evaluation requires first-order reason-
ing only. We also provide a simple semantic defini-
tion of progressing a knowledge base. For a partic-
ular class of knowledge bases, adapted from earlier
results by Lin and Reiter, we show that progression
is first-order representable and easy to compute.

Introduction

logic AOL, which amalgamates the situation calculdd]
and Levesque’s logic of only-knowir@] and which has the
expressiveness to handle queries such as the above. However,
AOL employs heavy second-order machinery to achieve this
and it is not clear how to use the logic in practice other than
for specification purposes. In this paper we show that the pic-
ture is not as bleak as it may seem. In particular, we show
that in AOL the evaluation of queries like those in the exam-
ple requires first-order reasoning only.

Another important issue is knowledge base progression. In

. ] ] rinciple, the only information necessary to answer queries

A knowledge-based agent in a dynamic environment needgfter a number of actions have occurred is the initial knowl-
powerful facilities to query its knowledge base. In par-edge base together with the action sequence and the outcome
ticular, it does not suffice to only ask what the world is of sensing actions. However, for long sequences of actions
like after any number of actions have occurred. As hashis seems hopelessly unrealistic from a computational point
been argued both in the case of static knowledge bies of view. It seems much more sensible to update the knowl-
9] and in the context of reasoning about actittb; 17;  edge base appropriately after each action has occurred. Lin
4], the query language should be able to explicitly refer toand Reite{13] studied progression in the context of the sit-
the agent'knowledgé in order to make distinctions such as yation calculus without sensing and epistemic notions. They
knowing that versus knowing whi@] which otherwise can-  show that progression can only be represented using second-
not be made. This is best illustrated by an example. order logic in general, but they identify interesting classes of

Suppose we have a simple, stationary mail sorting robogheories where it remains first-order. Here we show how their
whose task it is to ple up Only the red letters in front of it. approach can be app“ed to the more expressive |anguage of
Initially the robot has no letters and it is told that there are two 4 £ both at the semantic and the representational level. In
lettersC' and D and that at least one of them is red. (Let usparticular, we adapt Lin and Reiter’s definition of context-free
also assume that, unbeknownst to the robot, both letters agg:tion theories and show that progression remains first-order
red.) Then the robot should be able to answer the followinggng efficiently computable in correspondint)£ knowl-
queries: edge bases.

1. Is there a red letter? Answeres The rest of the paper is organized as follows. In Section 2,

. . " we introduce the logicdOL. In Section 3, we define how to

2. Do youknowwhich one is red? Answeno. query and progress an agent’s knowledge at an abstract level.

3. Assume the robot now senses the colout'of In Section 4, we consider concrete knowledge bases and dis-
Do you now know of a particular letter that it is red? cuss the issue of first-order query evaluation and progression

Y __there. The paper ends with some concluding remarks.
While we freely use the term knowledge, we really meanbelief

but the difference is not important for the purposes of tlisgy. 2Some preliminary ideas about first-order query processing i



2 The Logic AOL knowledge bases. As in possible-world semantics, the ba-
) L , . sic semantic building-block is a world. However, unlike the

Here we only give a brief introduction to the semantics ofsiatic case, a world iMOL determines what is true initially
AOL. The reader is referred _t[@“] for a more detailed ac- g after any number of actions have occurred. A situation is
countincluding a characterization using foundational axiomsyhen interpreted simply as a world indexed by a sequence
which we omit here. (We also assume a basic familiarity withof actionsg. In particular, every world “starts” with an ini-
the situation calculus.) tial situation where no actions have occurred yet. Besides the

The language oflOL is a dialect of the second-order pred- real world, whose initial situation serves as the denotation of
icate calculus with equality and has all the primitives of theS,, a model inAOL also features a set of worlds As in
situation calculus, and some more. There are three sorts of ifnodal logics of knowledge lik€ L, e should be understood
dividuals: ordinary objects, actions, and situations. For eachs the set of worlds which the agent considers epistemically
sort there is an infinite supply of variables. The situation vari-possible. In Section 2.2, we will see how, using the special
ablenowis reserved for special use. As in the situation calcupredicatek,, the worlds ine can be accessed and how this
lus, we have the following primitives: the constaigtdenotes gives us a way to define knowledge in dynamic domains.
the situation which corresponds to the real world before any To simplify the semantics, we assume that besides the stan-
actions have taken place;dfis an action and a situation,  dard names for objects there are also standard names for ac-
thendo(a, s) denotes the situation resulting from doiagn  tions. These are terms of the fot#in, ..., n.) whereA is
s; the special predicateosga, s) has the intended meaning an action function and each is a standard name of an object.
thata is executable iny; fluents like Red(z, s) are relations, A primitive formula is an atom of the forn¥'(ny, ..., n)
which have ordinary objects as arguments plus a situation afyvhere eachn; is a standard name, and(xy, ...,z s) is
gument in their final position, and are used to express hovy relational fluent, or of the fonﬁosQA) or SF(A), where
the world evolves from situation to situation; there are only 4 is a standard name for an action. The set of all primitive
finitely many fluents and action function symbols. formulas isP.

We also require two new special predicat8§{a, s) and Let Act* be the set of all sequences of standard names for
Ky (s), normally not present in the situation calculus, which actions including the empty sequence
are use_d to model s_e_nsing and knowledge and will be diSDefinition 21 A worldw is a function:
cussed in more detail in Section 2.2.

For simplicity, we also make the following restrictions: w: P x Actt — {0, 1}
there are no constants or functions of the situation sort other
thansS, anddo; action functions do not take situations as ar- L-€t»V denote the set of all worlds.
guments; there are no function symbols of type object; angefinition 2.2: A situationis a pair(w, @), wherew € W
all predicates other than those mentioned above are fluentsandg € Act*. An initial situation is one wheré = «.
n a-lr-r?ees/l\? ”:g“?gi #?2'759' .I?.CI'LII'ﬂzSinatlersweolte((j)fuzg g?lgegtas;%g?grseflnltlon §3C An action modelM is a pair(e, w), where
name is to uniquely identify an object across all possible in* € W ande CWV.
terpretations, which is useful when dealing with concepts likew is taken to specify the actual world, andpecifies thepis-
knowing that versus knowing who. Indeed, the semantics agemic stateas those worlds an agent has not yet ruled out as
sumes a fixed domain of objects and these are isomorphigeing the actual one. As we will see below, a situation term
with the standard names. (S 9] for more details.) will be interpreted semantically as a situatian @), consist-

Atomic formulas are obtained in the usual way from theing of a world and a sequence of actions that have happened
above primitives and formulas are built using the connecso far. A fluentp(s) will be considered true if[p, @] = 1.

tives -, A, andV. Other connectives likeo and 3 will be A variable mapv is a function that maps object, action,
used as abbreviations in the usual way. We will use theénd situation variables into standard names for objects and ac-
following conventions: le@ = a; - as - ... - a, be a se- tions, and into situations, respectively. In additiorassigns

quence of actions anga situation. Themlo(a, s) stands for  relations of the appropriate tybéo relational variables. For
do(a,,do(a, 1 ...,do(a1,s)...)). e denotes the empty se- agivenv, vy denotes the variable map which is likeexcept
quence and we sometimes wride(c, s) for s. Finally, we  thatz is mapped intw.

useTRUE as an abbreviation forz.(z = z) andFALSE for

“TRUE The meaning of terms

We write | - |51, for the denotation of terms with respect to

21 Semantics an action modeM = (e, w) and a variable map. Then

her th | H dard . |n|ar,» = n, wheren is a standard name;
Rather than appealing to the standard semantics of FOL, o . . .
AOL comes equipped with a nonstandard semantics derived |A({)|M7” - A(mM”’)’ whereA(#) is an action term;
f!‘om pOSSIbIQ—WorId Sem,"’mt'ds]' in particular, the S,’eman_' 3The reader who prefers classical logic is referrefdipwhere
tics of the logicO L [7], which was developed to specify static \e provide a second-order axiomatization which is soundcant
plete with respect to the nonstandard semantics.

AOL first appeared in5]. Progression was not handled at all in 4Since the type will always be obvious from the context, wedea
that paper. this information implicit.



S0l sz = (w,e€);
do(ta, ts)|ar,m
and|t, |y, = a;
||,y = v(z), wherex is any variable, including pred-
icate variables.

Observe that in a modéll = (e, w), the only way to refer
to a situation that does not use the given warlds to use a
situation variable.

! =

,a - a), where|ts|ar,, = (W', @),

(w

The meaning of formulas

We write M,v = « to mean formulax comes out true in
action modelM/ and variable map:
M,v |= F(t,t,) iff w'[F(|t|p.),d) = 1, where
F(t,t,) is arelational fluent, and, |, = (w',a@);
M,v |= X (&) iff ||, € v(X) with X arelational var.;
M,v |= Posgt,, ts) iff w'[PoSg|te|rr,),d] =1, where
[tslaew = (W', @);
M,v |= SHta,t,) iff w'[SK(|ta|r ),
Its|pr = (w', @

—

a] = 1, where
, @);

M,v |= Ko(ts) iff |ts|ar = (w',€) andw' € e;

M,v =ty =ty iff [t1]nr,, = |t2|ar,0s

M,v = —aiff M,vH«;

M,vl=aABiff M,vEaandM,v = G;

M,v |E Ve.aiff M,v? |= o for all o of the appropriate
sort (object, action, situation, relation).

If « does not mentiotky, that is, the truth ofx does not
depend ore, we also writew,rv |= « instead ofM,v =
«. Similarly, if o does not mentio$, and, hence, does not
depend on the real world, we writev |= «. If & mentions
neitherS, nor Ky, we simply writev = «. Also, if ais a

sentence, we omit the variable map and write, for example

M = a.
Finally, a formulax is valid in AOL if for all action mod-
elsM = (e, w) and variable maps, M,v = «a.

2.2 Knowledge and Action

To determine what is known initially (that is, in situati®g),

we only need to considek,. More precisely, a sentence
is known initially just in case it holds in all situationsfor
which Ky (s) holds. To find out what holds in successor situ-
ations, we use the predicat®f andPoss First note that the
logic itself imposes no constraints on eitt&fF or Poss it is

as a way of saying that th&=nseRed action in situations
tells the robot whether or nat is red. In case the actioA
has no sensing component (as in simple physical actions, like
dropping an object), we require as a convention that the axiom
states thaBH 4, s) is identically TRUE. Actions without a
sensing component are referred toadinary actions.

With these terms, we can now defifgs’, s) as an abbre-
viation for a formula that characterizes when a situatiois
accessible from an arbitrary situatienrt

K(s',s) =VR[...D R(s',5)]
where the ellipsis stands for the conjunction of

Vs1, 2. Init(s1) A Init(s2) A Ko(s2) D R(s2, 1)
Va, s1,s2. R(s2,51) A (SHa, s2) = SHa,s1)) A
(Posga, s») = Posga, s;)) D
R(do(a782)7d0(a751))'

Herelnit(s) stands for-3a, s'.s = do(a, s').

If sis an initial situation, then the situations which dfe
related tos are precisely those initial situatiorsfor which
K,(s') holds. The general picture, after some actions have
occurred, is best reflected by the following theorem, which
shows that our definition yields the successor state axiom for
a predicateK proposed in[17] as a solution to the frame
problem for knowledgé.

Theorem 2.4:[4]. The following sentence is valid:
Va,s,s'. Posga,s) D K(s',do(a, s)) =
3s". s' =do(a,s") A K(s",s) A Posga, s")
A [SHa, s) = SHa, s")].

In other wordsg’ is K -related tado(a, s) just in case there
is some otheg” which is K-related tos and from whichs’
can be reached by doing Furthermores ands” must agree
on the values o§FandPossfor actiona.

Given K, knowledge can then be defined in a way similar
to possible-world semantids; 1; 19 as truth in all acces-
sible situations. Knowing is then denoted using the follow-
ing macro, wherex may contain the special situation vari-
ablenow. Letal°" refer toa with all occurrences ofiow
replaced by. Then

Knows(a,s) = Vs'K(s',s) D al’¥
wheres' is a new variable occurring nowhere elsexdn

up to the user in an application to write appropriate axioms. Note thata itself may containknows with the un-
For Poss these are the precondition axioms, which specifyderstanding that macro expansion works from the inner-
necessary and sufficient conditions under which an action i§'0st occurrence oknows to the outside. For example,

executable. So we might have, for example,

Posgpickup(zx), s) = Letter(z, s)

Knows(—Knows(Redx, now), now), Sy) stands for

VsK (s,S0) D (—Vs'K(s',s) D Redz,s"))

as a way of saying that the robot is able to pick up only lettersand should be read as “the agent knowsjrthat it does not

For SF, the user must writsensed fluent axiomsne for each
action type, as discussed [8]. The idea is thaBH 4, s)
gives the condition sensed by actidnin situations. So we
might have, for example,

SHsenseRed(z), s) = Redx, s)

know thatz is red.”

>We could have defined as a predicate in the language as is
usually done, but we have chosen not to in order to keep tiesfior
apparatus as small as possible.

SHere we follow the notation frorf8].



3 Queries and Progression

In this section, we will consider two related ways of answer-

Consider, for examplex = P(Sy). Asking whethera is
true is completely independent of any epistemic stated

ing queries INAOL. For our purposes, a query is any for- depends only on the initial state of the real world.

mula with a single free situation variableow. An example
is IxrRedx, now) A—Knows(Red(x, now), now), which asks

In order to compare our two notions of ASK, itis necessary
to restrict the class of queries even further. In fact, we restrict

whether it isnowthe case that there is a red object which isOUrsélves to queries whose only situation ternmgsv. In
not known yet. Thanowin this query is intended to refer to particular, this has the effect that we cannot ask about other

a particular situation, either an initial situation or one that isPast or future situations.
the result of a sequence of actions. With this view, it is notDefinition 3.1: The interaction languaggc.

possible to answer queries wrt an action matek= (e, w)

Atomic formulas whose only situation term iew are Z£L-

alone, since we also need to specify what sequence of actiofisrmulas. Ifa andg areZL-formulas, thema, a A 3, Yz,

to use.

wherez is an object variable, ankhows(«, now) areZ.L-

In our first specification of query answering, we are givenformulas. Nothing else is ahZ-formula. From now on, un-

an initial A/, and a sequence of actiods and we answer

less stated otherwise gaieryis anZ £L-formula wherenowis

according to what would be known in the situation resultingthe only free variable.

from doinga. In other words, we answer a querywith yes
if according toM, « is known indo(@,Sp):

yesif M = Knows(a, do(g, Sp))
no if M |= Knows(—a, do(d, So))

ASKy[a, M, d] = {
unknowmptherwise.

Note the difference betweeknows(a[now],do(d,S,)) as

An example query i€ L is
JrRedx, now) A —Knows(Red(x, now), now).
The formula

JrRedx, now)A
—Knows(Red(x, now), do(senseRed, now)),

above, an&nows(a[do(&, now)], So). In the former, we are on the other hand, is not IAL.

asking if @« would be known after doing; in the latter, we

are asking if it is known initially thatx would be true after

The formulas of £ are interpreted by first converting them
into AOL-formulas using the definition &hows introduced

doinga. It is not hard to show that the former is implied by in the previous section.

the latter, but not vice-versa.

We then have the following relationship between ASK

While this is a simple form of query answering, note thatand ASK:

it needs to use the world in M to decide what is known. If

a consists of a single sensing action ldenseRed(C), then
after doing the sensing, the agent should know whether
red or not. But which one is known is determineduoywhich
specifies (viesBF) how sensing will turn out.

Theorem 3.2: Foranya € 7L, e, w andd,
ASKola, (e, w), @] = ASK[a, SUCCle, w, d], .

The theorem can be strengthened considerably as it holds

There is, however, a different view where we only need thd0r many queries outside of£ as well. In a nutshell, the
epistemic state to answer a query. The idea is that while an Only restriction needed is that a query does not refer to what

to reflect the changes caused by those actions. In particuldt€caus8UCC[e, w, a] knows more about the past thabe-
a Sensing action leads to the removal of worlds which confause it has fewer worlds thanHowever, the formulation of

tradict the sensed value. We can defi&CCle, w, @] to be
the epistemic state that results from executirsgarting with
initial statee with sensing as specified lay, by the following:
1. SUCCle, w, €] = e.
2. If SUCCle,w,d] = €', thenSUCCle, w, d-A] =
{w'|w' € ¢" and
Vi) | ISFA, ) = SHA, 8] A
[PosgA, s) = PosgA, s')]}
Now given are that is equal t&UCCleg, wo, @], we can de-

fine a new query operation for any querywhich does not
mentionSy:

yesﬁf forall w €e, e, V(T‘J%) E a.
no ifforall w e e, e, 1% k= —o
unknowrotherwise.

ASK]Ja, e,d] =

Restricting ourselves to queries that do not menfigrs

a broader class of queries for which the theorem holds turns
out to be somewhat awkward@L, on the other hand, is sim-
ple and intuitive. Moreover, it i§£ for which we develop a
first-order query evaluation method in Section 4.2.

3.1 Progression

For ASK to make sense, we needed to assume-ttedtected

the epistemic changes that occurred during the execution of
a, as reflected in SUCC. In a different context, Lin and Reiter
(LR) [13] have called the process of updating a knowledge
base of an acting ageptogressiorand they studied it in de-

tail in the framework of the standard situation calculus.

One major difference between progression and the SUCC
operation above is that in the former we attempt to forget the
history of actions, and treat the resulting knowledge base as
if it were an initial one” Indeed, for many applications, it is
sufficient to maintain information about a single “current” sit-
uation. Our definition of progression below adapts the ideas

necessary since ASK does not carry with it the real worldof LR to the more expressive language4®£. In fact, our

which is needed as the denotation%f In fact, mentioning

So within a query does not make much sense in the first place. "Seel[12] for a formalization of forgetting.



formulation is somewhat simpler, which is possible because
the semantics assumes a fixed set of worlds. It is also more .. ,
general because LR do not deal with sensing. s 2 s =VR[...D R(s,s")]

We can define a progression operdt®tOGle, w, d| anal-  yith the ellipsis standing for the conjunction of
ogous toSUCC that produces a new epistemic state, but

which loses information about the past. Given wontdand Vs1. R(s1,51)
w', we say thatv' agrees withw after a if for all andp, Va,si. R(s1,do(a, s1))
w'[p,d@ - & = wp,d - &. Note thatw andw’ may differ ar- Vs1,82,83. R(s1,82) A R(s2,53) O R(s1,53)
bitrarily in all situations before the last action @thas been  action Precondition Axioms:
performed. Then we defif@ROG by the following: VsVZ.now < s O [PosgA(Z), s) = ¢(Z, 5)].}

1. PROGle, w, €] =e. where¢(Z, s) is simple ins.

2. If PROGe,w, d] = €', thenPROG[e, w, d-A] = Sensed Fluent Axioms:

{w" | ' € €', w" agrees withw'" aftera-A and VsVZ.now < s O [SHA(Z), s) = ¢(Z, s)]
yfw@)a,@) = [SHA, s) = SHA,s')] A whereg(Z, s) is simple ins.
[Posg 4, s) = PosgA, s')]} Successor State Axioms:

Whene = PROG/eo, wo, @], we say that is aprogression VsVaVZ.now < s D [Posga,s) D [F(Z,do(a,s)) =
atd wrt (eg, wo). (%, a, s)]], wherep(Z, a, s) is simple ins.

The following theorem states that progression is faithfulcyrrent State Axioms:
in that it agrees with the original epistemic state for queries ¢ where¢ is simple indo(@, now).
in ZL about what is true after a sequence of actions has oc- . .
curred. A knowledge base (af) is then a collection of formulas
Theorem 3.3: LetM = (e,w) and Mz = (ez,w), where KB = KB, UKBposs UKBsr UKB,s,
ez is a progression a&f wrt M. Then for all queriesx € 7.2, _ _

1. ASKola, M, @ - & = ASKo[ar, M, @ - &. wh_e_reKBposs, KBsr, an(_jKBsS contain the action pre-

. . conditions, sensed fuent axioms, and successor state axioms,

2. ASKo[a, M, d] = ASK]a, ez, dl. respectively, an&B...,, is the set of current state axioms for
Note that in the case of the empty sequence of actiond fixeda. Aknowledge base atis called arinitial knowledge
ASKy[a, M, €] = ASK][a, e, €] follows immediately. base

We define the epistemic state corresponding to a KB as the

4 AOL Knowledge Bases set of all worlds satisfying the formulas in KB, wharewis

So far, we have only talked about the agent’s knowledge ir%nterpreted by initial situations. Formally,

the abstract, namely as a set of worlds, which include all pos- _ now

sible ways they could evolve in the future. Let us now turn RIKB] = {w [ w, v = KB}

to representing the agent's knowledge symbolically and see Defining the epistemic state this way reflects the intuition

how this connects with the semantic view taken so far. that the KB isall the agent knows, hence she cannot rule out
In the situation calculus an application domain is typically any world compatible with the sentences in KB. ($fefor

characterized by the following types of axioms: action pre-how to formalize “all | know” in AOL.)

condition axioms, successor state axioms, and axioms de-

scribing the current (often initial) situation. Successor statet.1 An ExampleKB

axioms were proposed by Reiter as a solution to the fram

problem[16]. When there are sensing actions, there is als

a fourth type calledensed fluent axionspecifying what the

outcome of sensing is.

Biere we consider the mail-sorting robot example in more de-
Qail. There are letters of different colours laid out in front of
the robot and its task is to pick up only the red letters. To keep

: . atters simple, there are only two actiopgkup(x), which
AOL-knowledge bases, as we envisage them, consist g possible ifz is a letter, andenseRed(z), which tells the

;OrmUI\";‘VS of Itlhe?e typlesb_ancil_ th.?yt Qave a tspeu?l S%?]tacul%bot whether the sensed object is red and which is always
0"3: ;é:a a formulzobjectivert It does not mention €y hqsjple. There are three fluenitetter, Red andHoldRLs
predicateko. o LetterandRednever change andoldRLSz, s) is true if the

A formula ¢ is calledsimplein ¢, if ¢ is first-order and robot is holding the red letterin situations.
objective,t, is the only situation argument occurring in any v can formalize this by defining appropriate precondition
of the predicates, and any variable fin occurs only free o ms sensed fluent axioms and successor state axioms, all
in a. (3z.Redz,do(A,s)) is simple indo(A4, s), whereas parameterized byow
ds,z.Redz,do(4, s)) is not.) L . .

\ . etALL stand for the set of these formulas:

In the following, letA be an action and” a fluent. Let (now)
o(@) denqtg a formula whose free variables are among the s he situation calculus without epistemic conceptsanges
variables ini. o ) over all situations, namely those reachable figymHere we need to

Lets < s’ denote that situatiosf is a successor af which  relativize quantification wrhow because there are initial situations
is defined as: other thanSp.



Vs, z.now < s D Posgpickup(x), s) = Letter(z, s)
Vs, z.now =< s D PosgsenseRed(z), s) = TRUE
Vs, x.now < s D SHpickup(z), s) = TRUE
Vs, x.now < s D SHsenseRed(z), s) = Redx, s)
Vs,a,z.now < s D Letten(z,do(a, s)) = Letten(z, s)
Vs,a,z.now < s O Redz,do(a,s)) = Redz, s)
Vs, a,z.now < s O HoldRLgx,do(a, s)) =

[(a = pickup(z) A Redz, s)) V HoldRLSz, s)]

Initially, the robot knows that there are at least two letters

C andD and that one of them is red. Hence let
Letter(C, now), Letter D, now),
KBcur = {

(RedC, now) V Red D, now)), }
Vz.—HoldRLgz, now).
LetKB = ALL(now) U KBy
Let the real worldw be any world such thatv
ALL(now)g2® ALetter(C, Sp) ARed C, Sp) ALetter(D, Sp) A

lalks = @,  whena is objective;

|-elks = —lafks:

[(a A B)lxe = (lalxs A |8]ks);

[Vzalks = Vo|o|ks;

|Knows(c, now)||xks = RES[|a|xs, KB].
Theorem 4.3 LetKB be a knowledge base @twith current
state axiom&B..,,,,. ThenASK[a, R[KB], @] = yes iff

KB yrd USy |:FOL ||CY||KBL .

In essence, the theorem says that answering an epistemic
query can be achieved by computing a finite number of first-
order implications. Restricting ourselves to querieg ihis
essential in this case.

To illustrate what this theorem says consider the ex-
ample KB and the querya JzRedx, now) A
—Knows(Redx, now)). ThenASK|«, R[KB], now] = yes
because of the followingRES[Red z, now), KB] simplifies
to FALSE because there are no known instances of red ob-

Red D, So), thatis, the actions indeed behave as the robot eX€Cts- Hencela|kp is equivalent todzRedz) A ~FALSE

pects them to and there are at least two red letteesd D.
Finally, let M = (R[KB], w) be our action model.

4.2 First-Order Query Evaluation
By lifting results from Levesqups; 9], we show that answer-

and, furthermorelB..,,,.| USy |=roL 3zRedz).

Being able to reduce query evaluation A0DL to first-
order reasoning under certain restrictions is somewhat analo-
gous to a result by Lin and Reitgt3] for the standard (non-
epistemic) situation calculus. They show that, even though

ing epistemic queries for KB’s like the above requires onlyth€ir foundational axioms for the situation calculus include

first-order reasoning.
For any formulaa simple in do(d@, now) let al be «a

with all occurrences oflo(@, now) removed. For example,

RedC, now)|= RedC).

a second-order axiom to characterize the set of all situations,
this axiom is not needed when doing temporal projection, that
is, when inferring whether a formula simple indo(a, So)

Let S, denote the set of sentences follows from the domain theory together with the founda-

expressing the unique names assumption for standard naminal axioms. There are also other examples suclias
and actions, and letro, denote classical first-order logical Which show that theories which are inherently second-order

implication.

The following definition of RES[¢, KB] shows how to
compute in FOL the known instancesd#®and representing it
as a first-order equality expression.

Definition 4.1: Let KB = KB,y U KBpyss U KBgp U
KB;s and¢ an objective query and lety, ..., n; be all the
standard names occurring in KB apdand letn’ be a name
not occurring in KB orp. ThenRES[¢, KB] is defined as:

1. If @& has no free variables, th&ES[¢, KB] is
TRUE1 |f KBCUPL USU |:|:o|_ (Z&L, and
FALSE, otherwise.

2. If z is a free variable iy, thenRES[¢, KB] is
((z =n1) ARES[¢}, ,KB]) V...
((z = ng) ARES[¢% ,KB]) V

Ng?
((x #n1) A... A (x # ng) ARES[¢%,, KB]?).
If we consider our example KB, théiES|[Letter(z, now)]
reduces (after simplification) ta: = C') V (x = D) whereas
RES[Redz, now)] reduces taFALSE because there are no

nevertheless have interesting special cases where first-order
reasoning alone suffices.

4.3 Context-Free Knowledge Bases

Lin and Reiter showed that in their framework, progression
is not always first-order definable. We conjecture that the
same is true iINAOL, but just as in LR’s case there are
interesting classes of knowledge bases which are not only
first-order representable but where progression is also easily
computable. LR discuss in particular the classes they call
relatively-complet@ndcontext-freeaction theories. Here we
adapt and extend context-free action theories461£ and
obtain very similar results. (The same is true for relatively
complete theories, but we omit them for space reasons.)

A fluent F' is calledsituation independerit its successor
state axiom has the forisVaVZ.now < s D [Posta, s) D
[F(Z,d0(a, s)) = F(Z,s)]], that is,F never changes. Oth-
erwise F' is called situation dependent. A formula is called
situation independent if it contains only situation independent
fluents.

known red things. The next definition applies RES to all pefinition 4.4: [Lin and Reiter] A KB iscontext-freef

occurrences oknows within a query using a recursive de-
scent denoted by - |xg. The idea is that any occurrence of

Knows(a, now) in a query is replaced by an equality expres-

sion describing the known instancescof

Definition 4.2
Given a KB as defined above and an arbitrary query
|a|ks is the objective formula simple inowdefined by

e KB, consists of successor state axioms of the form
VsVaVZ.now < s D [Possa,s) D [F(Z,do(a,s))
75 (&, a,8) vV (F(Z,s) A —p(&,a,s))]], where
75 (Z, a, s) andyy (£, a, s) are situation independeht.

9The idea is thaty}; describes the conditions which cauBeto
be true andy,. those which cause it to be false.



¢ KB, consists of situation independent formulas andtruth value ofPosgA) andSK A) at (wop, d@). If A is an or-
formulas of the formVZ.¢y O F(Z,do(d, now)) or  dinary action, this needs to be done only for because we
VZ. D —-F(Z,do(d, now)), wherey is a situation in-  assume thap 4 is equivalent torRUE for ordinary actions.

dependent formula with free variablesirandnow. It is not hard to see that the property of being context-free
« For every action precondition axiom is preserved by our syntactic form of progression.
VsVZ.now X s O [POSRA(E), s) = ¢(&, s)], Lemma 4.6: LetKB, KB*, and A be as in Definition 4.5.
¢(Z, s) is situation independent. ThenKB“ is context-free.
« For every sensed fluent axiom In their paper[13], LR describe some very simple (and
VsVZ.now < s O [SHA(Z), s) = 9(, 5)], reasonable) consistency requirements for context-free knowl-
(%, s) is situation independent. edge baseS. We will not repeat those conditions here and

simply refer to them as LR-consistency. We are now ready
The conditions on the sensed fluent and action preconditioto show that syntactic progression of context-free KB’s con-
axioms are missing in LR’s definition because they do noforms with our semantic definition.
deal with sensing and they do not consider the case where : P
agent successfuglly perfor?ns an action even though she do{%\;};flzrg? d4.7.— Ig};[tKKBB(])] bf e? Qénﬁ%l /l;( g%vé[idbgeeaiﬁiege%_
not know that it is possible. In a sense, finding out that an ac- ition 4.5 sac_h tha!ﬁ[[I%B]] is a r'o ression at wrt (eo, wo)
tion is possible by doing it can be thought of as a special fornt" "~ ! prog e 0 "0/
of sensing. Note also th&F andPossare treated completely _!f KB is LR-consistent, theR[KB] is a progression of
symmetricly in our semantic definition of progression. R[KB] ata wrt {eo, wo).
Note that, by definitionKBy is itself a progression at

Definition 4.5:  Let KB = KBey U KBposs UKBsr U \yrt (e wy). Hence, the theorem tells us that, starting in an

KB, be a context-free knowledge basedatw, a world, jnitial context-free knowledge base, doing an actiomill

A = Act(ii) an action, and le$; = do(d@,now) andss = |gaq to a progression which itself is represented by a context-

do(@ - A, now). Let the action precondition and sensed fluentg,qq knowledge base, and this process iterates.

axioms forA be To illustrate how progression works, let us consider
VsVZ.now < s D [PosgAct(Z),s) = ¢(&, s)] and the initial KB and th(_a corresp_ondi_n_g action mocM =
VsVi.now < s D [SHAct(f),s) = a(Z, s)]. (R[KB],w) from Section 4.1. First, it is easy to verify that it

M A\ conforms to the definition of a context-free KB.
Then letKB* = KB?, . UKBp,ss UKBsr UKBg,, Where . .
) cur 088 88 1. Let us consider progressing KB = Red(C
KB is constructed as follows: prog g KB by = senseRed(C)

cur resulting inKB* with corresponding{B“. Let s, stand for
1. LetA be a sensing action. Then: do(senseRed(C), now).
-If ¢ € KBy, theng! € KBfwi Since A is a sensing action (case (1) of Def. 4.5), we ob-
-if wo = Pos$A, do(@, Sp)) theng 4 (7, s,) € KBA tain KB, simply by replacing every occurrence mbwin
else¢ (i, s2) € KBA - KB.., by s; and addindRed C, s; ) to it, because we assume
I cur? _ AT
- if wy |= SHA, do(@, Sp)) theny 4 (77, s2) € KBZ,, g\ritsfs\{orl]— aIiF(SfenseRed(C), So). ThenR[KB”] is a pro-
N A .
else—pa (7, 52) € KB, Let « = JrRedz, now) A Knows(Red(x, now), now).
2. LetA be an ordinary action. Then: Then ASK[a, R[KB*], A] = yesbecause now there is a

- If ¢ € KB, is sit. independent, thegi € KB, ;

- for any situation dependent fluefitadd toKB,, 2. Let us now progresKB# by A’ = pickup(C) result-
VZ.~; (Z, A, 52) D F(&,s2) and

Yp T N ing in KB44" with correspondind(B24". Let s, stand for
VZAp (Z, A, 52) O 2F(Z, 52); do(pickup(C), 1 ).

- If vﬁ“ﬁ? F(Z,51) is KBy, then add Starting with the empty set we constrieB4" by adding
VZ5s AN (&, A4, 82) D F(T, 50); the following sentences:

-If VE.4p D ~F(Z,s1) is in KBy, then add
VZYS Ay f(E, A, s2) D —F(Z,52)); - Letter(C, s,), Letter( D, s,), Red C, s»)

- if wy = PosgA, do(@, Sp)) theng A (i, s5) € KB?M (The d_isjunction(RedC, s2) V RedD, s;)) is omitted be-
elseg 4 (i, s5) € KBA . cause it is clearly subsumed Red C, s2).)
o cur _ _ Given the successor state axiom f6r = HoldRLs we
Note the different treatment depending on whethés a  gbtain

sensing action or not. In the former case, the old contents _— _

T . - 7 yp = FALSE and
of KB, is simply copied to the new knowledge base with '~ A — Ipickun(C) = pick ARe

the new situations, replacing the olds,. If A is an ordi-  # (%>, 82) = [pickup(C) = pickup(z) dz, 52)]-

nary action, we need to treat the situation dependent fluents°one such requirement is thaf: and~y, may never be true
in KB, in a special way in order to reflect the changes thakimultaneously. The example KB is LR-consistent.

result from doingA. In the case of a sensing action we also !'For simplicity, we omit adding sentences that turn out to be
need to record the values ¢fy andy 4 depending on the valid or subsumed by others.

known red letter, namelg'.



Hence we add [6] Levesque, H. J., Foundations of a Functional Approach
) + to Knowledge Representatiomrtificial Intelligence
Vz.yh(z, A, s2) D HoldRLSz, s2) 23,1984, pp. 155-212.

Levesque, H. J., All | Know: A Study in Autoepistemic
-Vz.~v} (z, A, s3) D ~HoldRLSz, 52) Logic. Artificial Intelligence North Holland,42, 1990,
Given the unique names assumption for standard names of  PP- 263-309.

objects and actionsA;E(:c_,A,sz) istrue justin case = C,  [8] Levesque, H. J., What is Planning in the Presence of
that is, the agent is holding precisélyin s,. Sensing. AAAI-96, AAAI Press, 1996.

Given this progressed knowledge base it is then not hard t ;
show that the robot does not knowdpnwhether it is holding fol Ik?]\éﬁglé(;'e gés\za.ﬂvlagr?oglg_rzlz)imf?ﬁhr(’:ocr;n?i?lz Logic of

all the red letters. Formally, let ) i .
[10] Levesque, H. J., Reiter, R., Lespérance, Y., Lin,F. and
a = Va.Redz, now) A Letter(z, now) > Scherl., R. B., GOLOG: A logic programming language
Knows (Redx, now) A Letter(x, now), now). for dynamic domainsJournal of Logic Programming,

Finally, the last case of Definition 4.5 applies and we add [7]

Then ASK [, RIKBA4'], 4 - A’] = unknown This is be- 31, 59-84, 1997.

cause there are worlds ®[KB*4'] whereC is the only red  [11] Lifschitz, V., Computing CircumscriptiorRroceedings

letter and others where there are red letters otheréhafier of the 9th International Joint Conference on Artificial

doingA - A'. Intelligence Morgan Kaufmann, San Francisco, 1985,
pp. 121-127.

5 Conclusions [12] Lin, F. and Reiter, R., Forget It!, iRroc. of the AAAI

Using the second-order logidO L, we specified a query fa- fgﬂ_sfgpos'“m on Relevandéew Orleans, 1994, pp.

cility for knowledge bases in dynamic worlds. Despite the ) ]
expressiveness of the logic, we showed that query evaluatidd3 Lin, F. and Reiter, R., How to Progress a Databdse.
often requires only first-order reasoning. Moreover, by adapt- tificial Intelligence 92, 1997, pp.131-167.

ing and extending results by Lin and Reiter, we gave asemarj14] McCarthy, J., Situations, Actions and Causal Laws.

tic definition of progression and showed that it is first-order Technical Report, Stanford University, 1963. Also in M.

representable in the case of context-free knowledge bases. Minsky (ed.), Semantic Information Processiny!IT
Future work includes finding more powerful classes of Press, Cambridge, MA, 1968, pp. 410-417.

knowledge bases with first-order progressions and applyin?,l5]

the results to the action programming language GOI[ 0tk

We defined progression in a way that is very close to the orig- .

inal definition by Lin and Reiter. The exact relationship be- igg; of thgl(;on;gnSonsense Workblex, Norwood, NJ,

tween the two still needs to be determined. Also, our earlier » PP- I

definition of SUCC can be thought of as a progression op[lG] Reiter, R., The Frame Problem in the Situation Calcu-

Moore, R. C., A Formal Theory of Knowledge and Ac-
tion. InJ. R. Hobbs and R. C. Moore (ed§9rmal The-

erator in its own right. It is more powerful in that nothing lus: A simple Solution (sometimes) and a Completeness

about the past is forgotten. It is an interesting open problem  Result for Goal Regression. In V. Lifschitz (edAxifi-

to determine syntactic variants of this notion of progression. cial Intelligence and Mathematical Theory of Computa-
tion, Academic Press, 1991, pp. 359-380.
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