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1 Introduction

Object manipulation is a common and well studied robotics problem in which a robot
needs to interact with an object, e.g., by picking it up, transporting it to a target location,
and putting it down. Aligning a mobile robot to the object and grasping it is challenging
and requires precise control of body and gripper while simultaneously navigating around
the environment and tracking the target object’s position. However, due to the wide
variety of robots, grippers, environments, and objects, there is no universal manipulation
approach to solve this problem for every scenario. This thesis presents a manipulation
framework for robots with precise grippers, imprecise main bodies, and a monocular
camera like the Carologistics’ robot from the RoboCup Logistics League (RCLL).

This is a common setup since robot wheels often slip, especially if they are omni-
directional, and therefore do not allow precise movements. In contrast, a gripper is
precise, but has limited reach. Furthermore, monocular cameras are the most widely
used sensors.

Visual servoing is a common manipulation approach in which camera images are used to
control robots. Features are extracted from the image and compared to the target fea-
tures. The difference between them defines an error. The robot’s velocity is determined
based on this error and minimizes it until the target robot pose is reached.

We propose a whole-body motion framework for manipulating objects, which uses a
YOLOv4-tiny network to detect the target object and computes the object position
in 3D space. This position is used to calculate the target poses for the gripper, and
main body. Both target poses are then reached simultaneously by solving 2 position-
based visual servoing tasks. After reaching these poses, a gripper routine executes the
manipulation, e.g. grasping the target object.

The approach is tested in the RCLL environment using Carologistics’ Robotino. The
RCLL is a worldwide competition in which teams of autonomous robots build and deliver
products in an industry 4.0 environment. To do this, the robots need to pick workpieces
from conveyor belts, or shelves and place them on MPS slides, or conveyor belts. We
evaluate our proposed method on these tasks and compare it against Carologistics’ cur-
rent manipulation approach.

The 3 chapter describes object detection, visual servoing, and RoboCup Logistics League
in more detail. Afterwards, we summarize related work about object detection and
manipulation. In the subsequent chapter, we give an overview about the proposed
approach and cover its object detection, error calculations, and robot control. Chapter
6 presents the evaluation of our object detector, covers the approach’s robustness and
describes possible future work. The final chapter summarises this thesis.
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3 Background

This chapter provides background knowledge for visual servoing, which consists of ob-
ject localization, tracking, and robot controlling. Object detection, which is used for
object localization and tracking in 3D space in this thesis, is discussed first. Afterwards,
different visual servoing approaches are explained and, lastly, a short description of the
RoboCup Logistics League, which is the test environment for the proposed approach, is
given.

3.1 Object Detection

Computer vision is an active field of computer science, which is developing algorithms to
analyze images and solves many kinds of vision problems. Object detection is a common
computer vision task in which objects are located in a given image, for example by
bounding boxes, and classified by a finite number of classes. The task description can
vary, e.g., by detecting multiple classes, multiple objects per image, or multiple objects
of the same class in one image [45, 18].

Inputs

Input Layer

Weights

Hidden Layer

Output Layer

Figure 1: Feed-forward neural network (adapted from [5]).

It is common for computer vision tasks to use machine learning approaches like neural
networks to solve them. Figure 1 shows a feed-forward neural network, which consists
of an input layer, a hidden layer, and an output layer. Each layer consists of multiple
neurons, which are connected to every neuron in the previous and following layer. Each
connection has a weight attached to it, which is learned during training. When passing
through the network, the neurons in the input layer are set to the input of the network.
Afterwards, the values of the connected neurons in the next layer, the hidden layer,
are computed depending on the values of the neurons in the previous layer and their
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respective weights as well as the hidden layer’s activation function. This is repeated
until the values of the output neurons are known.

One way of training a neural network is to use supervised learning in which a data set
consisting of inputs and their respective correct outputs, called labels, is split into a
training and test set. The training set is used to run the network on each input and
compare the network’s output with the label using a loss function to determine its error,
also called loss. Furthermore, the gradients of the weights and biases can be computed
using the loss by passing gradients backwards through the network. This process is
called backpropagation. These gradients are then used for a process called gradient
descent in which parameters for the weights and biases are determined to reduce the
error. Backpropagation and gradient descent are repeated until the loss converges. The
test set is then used to evaluate the networks performance on unseen data. Feed-forward
neural networks consist only of fully-connected layers, but there are many different types
of neural networks with different layers, and learning techniques [18].

Input Matrix

Element-wise Product

Kernel

Output Matrix

Sum up

Figure 2: Convolution layer (adapted from [42]).

Conventional machine learning approaches required hand-engineered feature extractors
made by domain experts to convert the raw image data into usable representations, but
modern deep learning approaches also learn their feature representations by themselves.
Convolutional Neural Networks (CNNs) are types of neural networks which are well
suited for computer vision tasks and learn low- to high-level feature representations on
their own while training. They consist of convolutional layers, which utilize the fact that
image content is independent of its pixel position, which allows parameters to be shared
[42, 18].

Figure 2 shows a convolution, which is done by sliding a filter, or kernel, over the image
and computing a value for each pixel by summarizing over all input values within the
kernel with respect to the kernel’s weights similarly to fully-connected layers. A convo-
lutional layer can have multiple filters, whose results are stacked together. These stacks
form the depth dimension of the resulting feature space. The kernel’s weights are used
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for the whole image and, therefore, the amount of parameters used in a convolutional
layer is lower compared to fully-connected ones. This allows to build deep networks that
are easier to train. These networks usually contain pooling layers between convolution
layers to reduce the feature space, for example, by only taking the maximum value of a
2× 2 grid [34, 42].

Figure 3: Architecture of YOLOv1 [34].

You Only Look Once (YOLO) [34] is a neural network for object detection, which mainly
consists of convolution and pooling layers. By now, there are 4 official YOLO versions
and with each, the amount of layers increased [34, 32, 33, 4]. The structure of the
first official YOLO version is shown in Figure 3. It iterates between convolutional and
maxpool layers and ends with two fully-connected layers. Later versions of YOLO also
mainly use convolutional, pooling, and fully-connected layers, but also include some
other layers like normalization layers, such as Batch Normalization [15], other types of
connections like skip-connections, and regularization methods, e.g. DropOut [37, 4].

Figure 4: Structure of One-Stage Detectors (adapted from [4]).

The latest YOLO version, YOLOv4, is a state-of-the-art multi-object detector that can
detect many different object classes in images. It has a low runtime in comparison to
other state-of-the-art multi-object detectors and outputs bounding boxes with object
classes. Bounding boxes are allowed to overlap with each other, and boxes of the same
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class can appear multiple times in a single image [4].

The layers of YOLOv4 are grouped into a backbone, neck, and head and are designed
to fulfill different tasks as shown in Figure 4. The input image is first processed by the
backbone in which filters reduce the feature dimensions while increasing the feature depth
and abstraction level with each stage. In YOLOv4, this is done with the CSPResNeXt50
[39], which contains 29 3×3-convolution layers. The neck is used to collect feature maps
from different layers and increase the receptive field of the network. As neck, YOLOv4
uses a Path Aggregation Network (PAN) [22] to aggregate parameters from different
backbone levels for different detector levels and Spatial Pyramid Pooling (SPP) [10] to
increase its receptive field. The last part, the head, of YOLOv4 is YOLOv3, which is
used to predict object classes as well as their bounding boxes [4].

Most object detection algorithms are capable of detecting any kind of object, but ob-
jects with distinct forms or textures are usually much easier to detect and allow more
sophisticated and faster algorithms to detect them [32]. Barcodes, for example, show
such properties and are very useful in many applications in normal day life. Overall,
barcode detection is a well studied problem with many fast algorithms as well as public
data sets [44, 16].

This thesis utilizes a YOLOv4 variant to extract features from camera images as input
for visual servoing, which is covered in the next section.

3.2 Visual Servoing

Autonomous robots require knowledge about their environment before moving. There
are many different sensors for this purpose, such as RGB-D cameras, stereo cameras,
laser sensors, GPS, and many more. The task of controlling a robot based on image
features is called visual servoing (VS) [14, 6, 7, 40].

VS is used to move mobile robots or stationary arms. Such an approach starts with
visual information from which predefined target features are extracted. To compare the
target and current situation, which is either a pose or a set of image features, an error
is defined, e.g., as the difference between the target pose and the current pose. With
this information, the VS algorithm controls the robot’s pose to reduce this error. VS
approaches can be categorized by their type of control loop, whether they are open- or
closed-loop, and their error calculations, which are either position- or image-based [14,
40].

Figure 5 shows the structure of an open-loop approach in which the current situation
is given by the vision system. This step is also called ”look”. The current situation
is then compared to the desired situation by the controller to estimate the error. A
move command is sent to the robot, which should move the robot towards the desired
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situation to reduce this error. For controlling the robot, only odometry responses are
used without any further advise of the vision system, which is the reason why it is called
an open control loop. This step is called ”move” and explains why open-loop VS is
also referred to as ”look and move”. After moving, the vision system extracts features
from a current image to determine the current situation. If the robot is close enough
to the desired situation, the algorithm terminates. If this is not the case, another move
command is sent, which repeats until it is close enough [14, 40].

Desired
Situation

Robot Environment
Act

Vision
Current Situation

Open Control Loop

Odometry
Feedback

Controller

Move
Command

Figure 5: Structure of open-loop VS.

Figure 6 shows a closed-loop architecture, which showcases the difference between both
approaches. The control loop now includes the vision system, which is directly used
for the vision controller and does not rely on odometry feedback. It frequently updates
the current situation and allows the vision controller to update the error, which usually
results in end-effector velocities as move commands. ”Look” and ”move” are performed
in parallel in contrast to open-loop approaches, which perform them serially. This allows
to dynamically adjust to movement errors of the robot and changes in the environment
as well as the target. In a static environment, using a perfectly calibrated camera and
a perfectly precise robot with noise-free sensors, both approaches are equivalent, but
these assumptions never hold in practice. Therefore, closed-loop architectures are more
precise and dynamic with the disadvantage of higher computational costs because of
their higher usage of their vision systems [14, 40].

The major difference between VS approaches in error calculations results in position-
based VS (PBVS) and image-based VS (IBVS). PBVS defines the error in 6D space and,
therefore, extracts the target image features into coordinate frames and compares them
to the current robot pose. To estimate this pose, depth perception is needed, such as
triangulation in case of stereo cameras, the depth estimate of RGB-D cameras, or a depth
estimate through known feature sizes. Additionally, the end-effector position needs to
be known, either through end-effector tracking or hand-eye calibration. An advantage
of PBVS against IBVS is its reliance on real world distances instead of computations in
image space [14, 6].
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Figure 6: Structure of closed-loop VS.

IBVS defines the error directly in image space. The desired and current situation in the
VS loop consist of the appearance of tracked features in image space like primitive shapes
or textures, which are changing in image space as the robot moves. The advantage of this
method is that there is no interpretation from image space to 3D space, and depending
on the robot-camera configuration it can be less sensitive to camera calibration as well
as hand-eye coordination. The move commands containing end-effector velocities are
computed from image Jacobians of known features. The image or feature Jacobian, also
known as interaction matrix, is used to derive changes in image space based on velocity
and angular velocity of the robot as well as intrinsic parameters of the camera [14, 6].

There are hybrid approaches between IBVS and PBVS too. For example 2 1/2-D VS
defines features partially in 2D and partially in 3D space to decouple rotational from
translational motions [7].

The installation of the camera in comparison to the robot results in different robot-
camera configurations. If the camera is mounted on a moving robot, it is called eye-in-
hand and if it is not, so if the camera is stationary, the configuration is called eye-to-hand.
In eye-to-hand approaches, there is a differentiation between endpoint closed-loop, in
which case the end-effector is always visible in the camera, and endpoint open-loop, where
it is not. The accuracy of these endpoint open-loop approaches depend on the hand-eye
calibration of the robot and camera. In contrast, the endpoint closed-loop approach is
more robust to hand-eye calibration, but requires end-effector tracking. IBVS requires a
hand-in-eye approach or a fixed camera such that manipulator movements cause changes
in the image to reliably compute the error, which usually requires an endpoint closed-
loop system [14, 7].

There is a wide variety in visual features to extract, track, and detect in images, such as
simple shapes like lines, circles, cylinders, special textures, or objects used for detectors.
Once a feature is detected, it can be tracked using the same method or simpler ones,
using the expensive first detection only for initialisation. To assign the correct response
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Figure 7: Carologistics’ Robotino (adapted from [12]).

to the tracked feature, methods such as thresholding around the last or expected position
as well as nearest neighbor fitting can be used [14, 6, 7].

After the feature positions are extracted, the controller computes the next move com-
mand in form of a target pose or an end-effector velocity, which is then sent to a low-level
controller. Additional constraints, such as keeping sight of the target, or keeping a certain
distance to objects, can be included, which are considered when choosing an end-effector
velocity and simultaneously reduces the error. This can also be done by the low-level
controller if a target position is computed through VS instead of an end-effector velocity
[14, 6].

3.3 RoboCup Logistics League

The RoboCup Logistics League (RCLL) [28] is a worldwide competition in which teams
of autonomous robots transport workpieces in an industry 4.0 environment. Each match
between 2 teams with each 3 autonomous robots is decided by the amount of points each
team has after 17 minutes. Points are earned for delivered workpiece orders.

Figure 7 shows a Robotino of the Carologistics team consisting of a 3 DoF omni-
directional Robotino body including a laser range finder, an RGB-D camera (Intel Re-
alsense SR300), a 3-finger gripper, and a laptop for additional computing power. The
robot’s main body is imprecise with a minimum translational tolerance of 2 cm, but its
attached gripper is very precise [13].
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An order consists of a workpiece description and a delivery time window. A workpiece
description consists of a base, between 0 and 3 rings, which are stacked on top of each
other, and a cap, where each part has a determined color. Figure 8a shows a finished or-
der with 3 rings. When interacting with the machines, the so-called Modular Production
System stations (MPS), a robot either sends a signal, takes a workpiece from a conveyor
belt or a shelf, or puts it on a conveyor belt or an MPS slide. Each team has 7 MPS
of 5 different types with different purposes like mounting a ring or delivering an order.
Figure 8b shows a type of MPS, a cap station, with a conveyor belt and a slide. The
main challenges of the RCLL are planning the robot’s actions and MPS usage, robot
navigation, and workpiece manipulation, the latter being the topic of this thesis [13, 38].

(a) Image of a finished order with a silver base,
an orange first ring, a green second ring, a
blue third ring, and a grey cap.

(b) Image of a cap station front with an empty
conveyor belt and slide.

Figure 8: RCLL environment.

Gazebo allows to simulate these matches by simulating each robot with artificial noisy
laser data and the same functionality as real robots. The simulated MPS stations fulfill
the same tasks and take an average recorded time. The simulation allows to test new
approaches in a safe environment [46].
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4 Related Work

In this chapter, we will cover related work about VS, object detection, and whole body
movement. Approaches used for the RCLL are covered first. Afterwards, approaches
from other RoboCup leagues are explained and, lastly, related approaches outside of
RoboCup are mentioned as well.

4.1 Object Manipulation in the RCLL

Hofmann et al. [13] explain Carologistics’ current workpiece manipulation approach for
the RCLL, in which the workpiece itself is never detected but the conveyor belt and MPS
slide are. The robot aligns with the conveyor belt or MPS slide such that the gripper
pick up workpieces from the conveyor belt or shelf, or put workpieces on the conveyor
belt or MPS slide. A multi-modal 3-stage pipeline is used in which, first, the LiDAR
sensor is used to determine the pose of the MPS box with a RANSAC approach that fits
a line parametrization while matching the MPS boxes’ width. The second stage consist
of a RANSAC-based plane fitting using the previous stage as an initial guess. In the final
stage, an Iterative Closed Point (ICP) based model fitting approach is used on the point
cloud provided by the RGB-D camera with the previous stage’s approximation as initial
guess as shown in Figure 9. After this precise alignment, the robot follows a routine for
picking up the workpiece or putting it down without further visual information. We use
this approach as a comparison for evaluating the proposed framework.

Figure 9: On the left, the saved conveyor belt model (blue) is aligned near the captured
point cloud (black). The right diagram shows them precisely aligned as result
of ICP [13].

The ICP takes several seconds to compute and requires good lighting conditions as well
as a good point cloud model of the MPS’s conveyor and MPS slide, which does not adapt
to changes in practice, like a different wiring. Once the ICP terminates, the robot has a
static understanding of the environment and cannot adapt to changes if, for example, a
robot pushes the machine.
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Ulz et al. [38] present the manipulation approach for the GRIPS team at RCLL 2018.
A closed-loop control approach is used in which the robot aligns in front of the MPS by
reducing 3 errors, one for the offset in x direction, one for the y direction, and one for the
angular offset from the MPS middle point. The relative MPS position is approximated
by clustering the main body’s laser data, followed by least squares line fitting, and is
used to calculate the errors frequently. The errors are then minimized using a sliding
mode controller, which approximates the sign function with a saturation function.

4.2 Other RoboCup Leagues

Lee et al. [19] were the first to implement a VS approach in the RoboCup small sized
league, also called F-180 league, in 2003. The challenge consists of a 6 versus 6 soccer
match played in a highly dynamic environment with small robots and an orange golf
ball on the ground. IBVS and PBVS were similarly successfully implemented using
the known geometry of the ball and the calibrated camera to approximate the distance
between ball and camera.

Object manipulation is also an important aspect of the RoboCup@Home League, where
a robot consisting of a 3-DoF mobile body and a 6-DoF arm interact with everyday items
in a home environment. Mitrevsky et al. [25] use demonstration learning for motion
primitives to grasp different objects such as cups. The motion primitives are represented
by a second-order differential equation representing a trajectory in Cartesian space. Its
parameters are learned by observing arm movements controlled by a human operator.
The trajectory is robot-independent and achieved by solving inverse kinematics. The
robot first detects the object using a Single Shot MultiBox Detector [23], determines its
pose, chooses a grasping position, aligns itself with the object, and starts grasping it.
Figure 10 shows a successful attempt using this approach. This framework is a whole-
body motion framework that moves the arm whenever possible and is only moving the
robot body if the manipulator Jacobian is close to a singularity.

Figure 10: The robot successfully grasps a cup using whole body motion [25].

Loncomilla et al. [24] introduce an object detection approach for multiple everyday items
used in the @home league, which relies on YOLOv3 to generate proposals and continues
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with a Maximal Activation of Convolutions (MAC) approach to recognize the objects.
This proves the capability of YOLO to be used as a reliable object detector in such a
complex competition environment with occlusions and illumination changes.

Another manipulation approach is shown by Padalkar et al. [29] for the RoboCup@Work
League in which an omni-directional robot body with a 5-DoF arm is used to pick up
objects on a rotating plane. SqueezeDet is used to obtain 2D bounding boxes of the
objects. An RGB-D camera provides the 3D points in these bounding boxes, which are
then used to create 3D bounding boxes around the objects. The centroids of the 3D boxes
are tracked using the closest distance between observations and are used to determine
the object trajectory. A pre-grasp planner is used to determine an end-effector position
to grasp the object and the arm is moved there using a weighted damped least square
inverse kinematic velocity solver. The timing of the grasp is based on the determined
object trajectory.

4.3 Outside of RoboCup

Agravante et al. [1] simultaneously uses IBVS to move a humanoid robot body to keep
vision at the target box and uses PBVS to move its arm to grasp the box. Additional
conditions, such as field of view, and occlusion avoidance are integrated in this VS
framework represented as inequalities to an acceleration-resolved, quadratic optimization
problem. To keep track of the robots hand, blob detection and pose estimation are used.
Furthermore, a model based tracker is used to localize the target box.

Figure 11: Reachable workspace of 7-DoF arm [43].

Zacharias et al. [43] explain the concept of reachable workspace, which defines the 3D
space reachable by a robot arm. Complicated arms have reachable and unreachable
spaces. The reachability map provides a discretized space around the arm indicating the
reachability factor for each sphere, which is computed by solving inverse kinematics for
multiple points in each sphere. Figure 11 shows such a discretized reachable workspace
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of a 7-DoF arm using spheres where red represents a low, green a middle, and blue a
high reachability, which is given by the percentage of reachable points within the sphere.
Since this map is independent of the robot’s main body, it can be computed once and
used in any situation. With this knowledge, the robot can check if the target object is
in its reachable workspace and if not, it moves towards the target until it is.

The reachable workspace of this thesis’ gripper is clearly defined as a box. However, the
proposed framework may be extended to any precise gripper with a known reachable
workspace, which can be computed with the approach of Zacharias et al [43].

Liu et al. [21] present a garbage detection and grasping approach. The YOLACT
framework is used to detect garbage and provides a pixel map of the object, which is
used to determine a point cloud of the object using RGB-D data over the object’s pixel
map. A grasping pose is computed using Grasping Pose Detection on the voxelized point
cloud. To reach this pose, a trajectory planner unit is used, which computes intermediate
waypoints using a fifth-order polynomial law, which are then targeted by a whole-body
Cartesian impedance controller.
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Figure 12: State machine for the proposed approach.

5 Approach

This section presents a new whole-body object manipulation framework. This approach
is implemented on a robot of the Carologistics team and integrated in the Fawkes Robot
Software Framework [27]. YOLOv4-tiny is trained to detect and track the target objects
reliably. The goal of the approach is to navigate the robot to the target object while
moving its main body and gripper simultaneously such that the object can be picked up
or put down quickly. The task of reaching the target poses is defined as 2 simultaneous
PBVS tasks.

The robot either needs to pick up a workpiece from the conveyor belt or a shelf, or put
down the grasped workpiece on a conveyor belt or an MPS slide of an MPS.

5.1 Overview

In this thesis, we present a whole-body movement framework for robots, with an impre-
cise 3-DoF main body and a precise gripper for any manipulation task.

Figure 12 shows the state machine for this approach. When starting a manipulation, the
target object’s class and an expected location of it is known. This information is used
by the object tracker to ignore all other object classes. The object tracker estimates
the distance between camera and object to compute a relative 3D object position. The
target poses for the gripper and main body are computed by adding predefined offsets
to this position.
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We use PBVS for the robot’s target body and gripper poses to solve both VS tasks
simultaneously. Throughout the procedure, the target poses are updated frequently by
continuously detecting the target object and computing the target poses. Therefore, it
is a closed-loop VS approach. To apply VS, the target object needs to always be in the
camera view. An expected object position is known through map data and the robot
needs to drive there such that the target object can be viewed. This is done in the
first state, the ”Search” state, by driving to the expected position and keeping track of
incoming target poses from the object detector.

If the target is detected reliably and the distance between robot and target is below a
threshold, the ”Move Body and Gripper” state is reached. In this state, the main body
is continuously driving towards its target pose while the gripper assumes that the body
is already at its target pose and is reaching the gripper’s relative target pose under this
assumption.

If the main body has reached its target pose within a given threshold, the state ”Fine-
tune Gripper” is selected in which the gripper does not assume the body’s pose to be
exactly the target pose anymore. It uses the current body pose and moves the gripper
to its actual target pose.

If this pose is reached, the robot is in the final state, ”Gripper Routine”, in which the
gripper performs a predefined sequence of actions depending on the manipulation task
and after the routine finished, the object detector is stopped. The robot reached its
desired goal and the manipulation action is performed successfully. If the routine failed,
we assume that the object moved too far and transition back to the ”Fine-tune Gripper”
state.

The transitions between states do not require additional information and since the target
poses are updated frequently even while moving, the robot does not need to stop until
it reached its target poses. The robot is continously driving even while transitioning
between internal navigation and VS, which is an advantage compared to previous ap-
proaches, which would always require the robot to stop for several seconds for sensor
updates.

The approach is based on PBVS instead of IBVS because using IBVS for the gripper
control would require the gripper to always be in the camera view while grasping, which is
very limiting and unnecessary if the camera and gripper are calibrated well. Additionally,
PBVS should be more precise when using such a calibrated camera and gripper, because
the error is computed in 6D space instead of in its projection and no additional end-
effector tracker needs to be used, which would be another source of noise. Therefore,
PBVS is used for the gripper, and since the 3D position of the target is already known,
there is no disadvantage in using PBVS over IBVS for the main body as well. Adding
additional constraints like collision avoidance or reaching a desired angle towards the
target is easier with PBVS, which makes it a better fit for the RCLL and as a general
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framework, and should result in a better solution.

In the following, we describe each part of the proposed method in more detail.

5.2 Object Detection

For PBVS, we need an object detector, which is capable of detecting every graspable
object and every location an object should be placed down. The object detector for the
RCLL needs to detect:

1. workpieces, as shown in Figure 13a, are the only graspable objects and are target
of every picking action

2. conveyor belts, as shown in Figure 13b, are potential target locations for a grasped
workpiece

3. MPS slides, as shown in Figure 13c, are the other potential target locations

(a) Red workpiece with blue
ring and no cap on a con-
veyor belt.

(b) Front of a conveyor belt. (c) Front view of an MPS slide.

Figure 13: Target objects needed for the VS approach for the RCLL.

5.2.1 Requirements

There are a few requirements for such an object detector. It needs to approximate a 3D
target position from an image . The expected position for the target object is used to
eliminate false positives. Because of this reason are false negatives way worse than false
positives and, therefore, the detector should be very sensitive.

A weighted average is taken over the last 5 detected 3D positions to reduce detection
variance. Past detections decrease in their weight from 40%, 30%, 15%, 10% up to 5%
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over time. The target objects need to be detected and tracked reliably for this approach.
In case the object is not detected, its expected position is used for the weighted average
instead.

Missing detections in the ”Search” state can be solved if the expected position of the
target is known, since the robot can still move close to the target object. However, this
approach cannot recover from target objects which are occluded while the robot is close
up and will eventually fail.

5.2.2 3D Projection

Figure 14: Image of a workpieces with a blue, a conveyor belt with a green, and an MPS
slide with a red bounding box.

A calibrated camera in combination with an object detector is used to determine the
target object position. Figure 14 shows the bounding boxes provided by the object
detector. They fit the form of the target objects well and since the width of each
workpiece, conveyor belt, and MPS slide is known, the bounding boxes can be used
reliably to estimate the 3D object position using a triangulation approach, which we will
cover in the following. This approach was chosen because calibrated cameras are needed
for the required precision in hand-eye coordination for PBVS anyways and such object
detectors are very common, fast to compute, reliable, and can be used for any type of
object, which make them a good fit for this thesis anyways.

Next, we will make a derivation of how to project a bounding box into 3D space using the
setup in Figure 15 in which a workpiece is projected on the image plane. Values in image
space are measured in pixels while euclidean values are 3-dimensional and measured in
meters.
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Figure 15: 3D projection of a workpiece.

Given the lower bounding box corners i1 =
(
u1 v1

)T
and i2 =

(
u2 v2

)T
in image

space, where v1 = v2 = v since the bounding box edges are parallel to the axis, the
object width, wo, and the focal lengths, fx and fy, we can derive the bounding box

corner’s 3D world positions p1 =
(
x1 y1 z1

)T
and p2 =

(
x2 y2 z2

)T
as follows:

The focal length measures the distance between the camera center, located at the 3D
origin, and the image plane in pixels. Since pixels on the image plane are not required
to be quadratic, the focal length for the x-axis, fx, is measured in pixel width and the
for the y-axis, fy, in pixel-height.

First, we compute the direction from the camera center to the projection of the bounding
box corners in x-direction, ∆x1

and ∆x2
, and in y-direction, ∆y, normalized to a z-value

of 1 in euclidean space for each point:

∆x1
=

u1
fx

∆x2
=

u2
fx

∆y =
v

fy

In the following, we use the yaw between the workpiece and the camera, α, which can be
computed using the x-direction of the projected bounding box middle point as follows:

α = arctan
∆x1

+∆x2

2
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Since the bounding box edges are parallel to the axis, the following holds:

x1 + cosα wo = x2

z1 + sinα wo = z2

We can compute the 3D positions of the workpiece corners given their direction from
the camera and the distance between camera and workpiece:

x1 = ∆x1
z1

z1 = ∆x2
z2

With these values, we can compute z1 or similarly z2:

x1 + cosα wo = x2

⇔ ∆x1
z1 + cosα wo = ∆x2

z2

⇔ ∆x1
z1 + cosα wo = ∆x2

(z1 + sinα wo)

⇔ z1 =
cosα wo − sinα wo ∆x2

∆x2
−∆x1

We can compute p1 and p2 as well as their middle point, pm:

pm =

xm
ym
zm

 =

x1 +
cosα wo

2
ym
zm

 =

∆x1
zm + cosα wo

2
∆y zm
zm

 =

∆x1
(z1 +

sinα wo
2 ) + cosα wo

2

∆y (z1 +
sinα wo

2 )

z1 +
sinα wo

2


Using z1, we get the following:

pm =

∆x1
( cosα wo−sinα wo ∆x2

∆x2−∆x1
+ sinα wo

2 ) + cosα wo
2

∆y (
cosα wo−sinα wo ∆x2

∆x2−∆x1
+ sinα wo

2 )
cosα wo−sinα wo ∆x2

∆x2−∆x1
+ sinα wo

2

 (1)

To track the workpiece position, we use the center of the workpiece base as target,
since the bounding box middle point is changing with the amount of rings and the cap.
Therefore, we additionally add half of the workpiece base height, ho:

p′m =

 xm
ym + ho

2
zm


Since the conveyor belt and MPS slide do not vary in their size, we can directly use the
y-value of the bounding box middle point for i1 and i2 as well as p1 and p2 respectively
when projecting to the conveyor belt and MPS slide center.

All possible positions for workpieces, conveyor belts, and MPS slides are known. This
additional knowledge is used to filter detector responses outside of the expected position
within a threshold and allows to take the closest response to the expected position in
case there are multiple.

23



5.2.3 YOLO

In the following, multiple choices for object detectors with bounding box outputs for
the RCLL are discussed. In this thesis, a tiny version of YOLOv4 is used to detect
workpieces, conveyor belts, and MPS slides. It is a state-of-the-art object detector,
which is capable to be used in real time, can be trained to output tight bounding boxes,
and is suitable to detect multiple object classes at once.

YOLOv4 is a deep network and takes too much time to compute on the robot to be used
as object detector for a closed-loop VS approach, since the robot control relies on vision
updates. Therefore, a faster object detector is needed. YOLOv3, which is less deep and,
therefore, faster but less precise, was tested and was still too slow for real time use on
the Robotino’s CPU.

Usually, when referring to YOLOv4-tiny the smaller YOLOv4 variant with 2 detection
layers, also called YOLO heads, is meant, but in this thesis, we used a YOLOv4-tiny
with 3 detection layers and refer to it as YOLOv4-tiny. YOLOv4 has the same amount
of detection layers, but consists of more layers in between and especially before the first
detection layer. However, YOLOv4-tiny is fast enough to be used for this thesis and
produces good results too.

Training YOLOv4-tiny started by creating a data set using smartphone images and
labeling them by hand. Additionally, a YOLOv4 was trained using this data to help
initializing the labels of new images. This lowered the time of the labeling process.

Furthermore, active learning was used to reduce the time to choose new images to label.
A lot of possible images were captured by the camera of the robot while moving in
front of the target and by performing the manipulation actions. These were labeled by
YOLOv4-tiny and images with badly placed or missing bounding boxes were chosen to
be used as part of the data set [9].

Augmentation was used on the labeled training set to improve robustness, variety, data
size, and, with that, the performance of the trained network. For our augmentation, we
used:

• a rotation by 0°, 90°, 180°, or 270°, such that we create 2 augmented images for
each rotation per image in the data set

• cropping and padding randomly between 85% of their width or height up to 125%
separately

• with a probability of 50% Hide and Seek augmentation, in which rectangular blocks
from the image are deleted as long as the area is unlabeled

• with a probability of 50% coarse Dropout, which cuts out small circular regions
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• Cut and Mix

When applying Cut and Mix, image parts with no information due to coarse Dropout,
Hide and Seek, and padding are replaced with random images from the COCO data
set [20], which contains a collection of many different objects of which none is a target
object of this thesis. Therefore, the labels only need to be adjusted to the cropping and
padding [26].

Additionally, the Darknet framework [31] was used to train YOLOv4 and YOLOv4-tiny,
which randomly adjusts the image saturation, exposure, and hue, applies Gaussian noise,
and mosaic augmentation in every training iteration [4]. In mosaic augmentation four
images from the training set are cut and mixed together to create a new image.

5.2.4 Alternatives

Since every workpiece has a barcode around it, a barcode detection algorithm as de-
scribed by Zamberletti et al. [44] could be used to detect the workpieces. This approach
has the advantages of publicly available data sets and pretrained workpiece detectors
as well as simple low-computational approaches while object detectors trained to detect
new classes from scratch such as YOLO requires data sets for each target object and are
computationally more expensive.

We did not use barcode detectors in this thesis, because they could be too sensitive and
misclassify a barcode around a workpiece as two separate barcodes, since there can be
a gap in between. However, its biggest problem is that the conveyor belt and MPS slide
do not contain barcodes and are, therefore, not detectable with this approach, which
means an additional classifiers is needed for these classes anyways.

There are multiple approaches to get a 3D position from an image, which are all feasible
when using the proposed approach. A 3D model-based tracker, which uses edge detec-
tions to match objects in images to their 3D model, could be used to get a 6D object
pose. This approach is most likely not reliable enough for the RCLL, because many
edges of the conveyor belt can get lost on images depending on the lighting. Addition-
ally, the wiring and other MPS parts can change between different MPS and result in
different edges. Furthermore, there are similarly shaped objects to target objects like
cylindrical lights, which could be mistaken for a workpiece, especially since workpieces
can have multiple heights, which would require a different 3D model for each. Rings can
also end up skewed on the workpiece and could result in missing detections.

Alternatively, the RGB-D camera could have been used by computing the median depth
value over a YOLO bounding box and projecting it in direction of the bounding box
middle point to estimate the 3D object position. This approach is not used in this thesis,
because RGB-D data is less reliable at short distances and its results are worse at black
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Figure 16: Workpiece with middle point xm and target poses tg and tb.

or reflective materials, which is a frequently occurring issue in the RCLL [17]. The object
position based on YOLO could also be used as initial estimate for a 3D model-based
tracker or for an ICP, but was also refused because of its reliance on point cloud data.

5.3 Error Calculation

After the 3D target object position, represented by the object middle point, Xm, is
computed, it is used to derive the target poses for the gripper, tg, and the main body, tb.
After these target poses are reached, using PBVS for the body and gripper, the gripper
routine can be safely executed.

Figure 16 shows the target poses in relation to the target object middle point, Xm, for a
workpiece. Xm is defined as a pose in the special Euclidean group SE3 and defined by:

Xm =
(
xm ym zm 0 0 0

)T ∈ SE3 (2)

SE3 is a manifold with structure R3 × SO3 and is used to define 6D poses consisting
of transitions and rotations in 3D space. Transitions are described by R3, e.g. as
xm, ym, zm ∈ R, which is the position of Xm in 3D space. Rotations are described by
the special orthogonal group SO3 as Euler angles around the z-axis as yaw ∈ [0°, 360°],
around the y axis as pitch ∈ [0°, 360°], and around the x direction as roll ∈ [0°, 360°] [3].
Xm’s rotation is ignored and set to 0.

The target object middle point is measured relative to the robot’s main body middle
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point, which is, for convenience, defined as the origin for the error computations:

Xb =
(
0 0 0 0 0 0

)T ∈ SE3 (3)

Omg, the offset from Xm to tg, is a vector pointing upwards by zmg ∈ R given by:

Omg =
(
0 0 zmg 0 0 0

)T ∈ SE3 (4)

The target gripper pose, tg, is located over the workpiece and computed by:

tg = Xm +Omg =
(
xm ym zm + zmg 0 0 0

)T ∈ SE3 (5)

Rotations are ignored since the gripper only has 3-DoF.

The offset Ogb from tg to the target body pose, tb, sets the z-value of tb to 0 and is placed
a predefined distance, do, in normal direction of the MPS front, defined as yaw relative
to the robot by η, away from the target object, given by:

Ogb =
(
do cos(η) do sin(η) −zm − zmg 0 0 η + 180°

)T ∈ SE3 (6)

The direction the robot body is supposed to face when reaching the target body pose is(
0 0 η + 180°

)T ∈ SO3, which is opposite to the MPS orientation.

The target body pose, tb, is computed by:

tb = tg +Ogb =
(
xm + do cos(η) ym + do sin(η) 0 0 0 η + 180°

)T ∈ SE3 (7)

The main body is always assumed to stand on the ground, which is why its z-value is 0.
This was changed in Figure 16 to fit the target poses into the image. All other rotations
are ignored, since the body has only one rotational dimension.

The MPS’s yaw can be approximated using laser data, but in this thesis we use the
MPS’s orientation in the map relative to the robot’s yaw using its localization data.

To determine a suitable position for the target body pose in relation to the gripper pose,
the reachable workspace needs to be known. The target gripper pose should be located
in an easily graspable area even with slight variations through imprecise body movement
and the body pose should be placed accordingly.

With these target poses, the relative body and gripper error, eb and eg, can be computed.
They are the target of minimization of the PBVS and are updated frequently, although
a ”look and move” approach could be applied as well, in which case the error would only
be updated after each movement.

The current gripper pose, Xg, which is located at the middle point between the gripper
fingers, is defined as:

Xg =
(
xg yg zg 0 0 0

)T ∈ SE3 (8)
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We compute the gripper error for each direction as difference between the current gripper
and the target gripper value in the particular direction by:

eg =



ex,g
ey,g
ez,g
0
0
0

 = |tg −Xg| =



|xm − xg|
|ym − yg|

|(zm + zmg)− zg|
0
0
0

 ∈ SE3 (9)

Since the robot body is defined as the origin of the coordinate frame for the error
calculations, the body error for each direction is the absolute value of the target body
value for this direction as seen here:

eb =



ex,b
ey,b
0
0
0

eyaw,b

 = |tb −Xb| = |tb − 0| = |tb| =



|xm + do cos(η)|
|ym + do sin(η)|

0
0
0

η + 180°

 (10)

5.4 Controlling

After an error is calculated, a low-level controller uses this data to control the main
body and gripper to minimize this error. This process can be done using closed- or
open-loop VS. Open-loop VS requires less computations and, therefore, less energy but
relies on high accuracy in the low-level navigation and object detection. It assumes a
static environment while closed-loop VS adapts to moving objects and is more precise.

If the camera is not attached to the gripper, the control loop can switch from closed-loop
in state ”Move Body and Gripper” to open-loop in ”Fine-tune Gripper” since the object
might not move anymore after the robot reached its target body pose. In this thesis,
closed-loop VS is proposed for every state, since environments are usually dynamic,
especially if the robot can accidentally move objects by itself.

5.4.1 Main Body Control

For the proposed approach, only rough localisation and camera data is used for all
movements to show its reliability, precision, and overall capability.

In the ”Search” state, we use the robot’s standard navigation method to move towards
the expected object location. If the object is in the camera view and the distance between

28



it and the robot is below a certain threshold, we transition into the ”Move Body and
Gripper” state, where the robot control is completely done by PBVS unless the object is
not detected for multiple frames. In this case, we transition back to the ”Search” state
and use the internal navigation again.

When using PBVS for the body, it is an eye-in-hand approach since the camera is
mounted on the main body.

The target body pose is computed to leave room for small errors by choosing a distance
between the robot and MPS of 4.5 cm with a tolerance in x direction of 1 cm, 0.5 cm in y,
and 0.01 rad in its yaw. If the object moved out of the grippers reachable workspace, the
”Move Body and Gripper” state is selected again to move the main body to a suitable
location.

The robot is accelerating and decelerating linearly and its velocity is computed for x and
y direction as well as for its rotation separately.

When accelerating, the robot’s main body velocity in direction d ∈ {x, y, yaw}, vd,acc, is
computed using time step t and an acceleration factor fd,acc by:

vd,acc = t fd,acc (11)

When decelerating, the robot’s velocity, vd,dec, is computed by:

vd,dec = ed,b
vd,max

distd,dec fd,dec
(12)

This equation uses the base error in direction d, ed,b, as difference between current and
target body value in this direction, maximum velocity, vd,max, the required distance to
decelerate, distd,dec and a deceleration factor, fd,dec.

To compute the resulting robot body velocity in direction d, vd,b, the maximum and
minimum velocity in direction d, vd,max and vd,min, as well as vd,acc and vd,dec are used:

vd,b = max (vd,min,min (vd,max, vd,acc, vd,dec)) (13)

5.4.2 Gripper Control

In the ”Move Body and Gripper” state, the gripper movement is independent of the
main body and assumes that the body reached its target pose already. Therefore, the
gripper might reach its relative target pose while the body is still reaching for its target
pose. This allows for overall faster whole-body movements and faster manipulation
times. Even if the main body reached its target pose before the gripper target pose was
reached, the gripper moved closer to its target pose in the meantime. Depending on the
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body’s precision and the chosen threshold for the acceptable body end pose, the gripper
just needs to move slightly to compensate for that.

When using PBVS for the gripper, it is technically an eye-in-hand approach since the
camera moves in x and y direction with the gripper. However, it is similar to an end-
point open-loop eye-to-hand approach, because the camera does not move together with
the gripper in the z-axis and the gripper is not always in view.

The gripper’s default position is placed over the maximum workpiece height such that
there are no possible collisions between workpiece and gripper, which makes additional
collision avoidance unnecessary.

When moving the gripper, the camera attached to it moves with it and this can result in
flickering bounding boxes which results in more noisy target poses. To account for that,
the threshold for adjusting the target gripper pose while moving is higher than usual.
In x direction, it increases from 5mm to 10mm, it stays in y direction at 1mm, and it
increases from 1mm to 1.5mm in the z-axis.

The gripper is controlled by a stepper-motor for each direction d ∈ {x, y, z}.

The amount of steps required to stop, sstop, [2] can be computed with:

sd,stop =
v2d,g
2 a

(14)

It uses the current velocity in direction d, vd,g, and an acceleration constant, a.

The timer count, ci, for the delay between physical step i and i + 1 is computed with
the general-purpose ramp algorithm:

cd,i = max (cmin, cd,i−1 −
2 cd,c−1

4 nd,i + 1
) (15)

The equation consists of the minimum timer count, cmin, the previous timer count, cd,i−1

and the step number nd,i, which increases with i and determines whether the stepper
motor is accelerating or decelerating in direction d by changing its sign to be negative if
the amounts of steps needed to stop is equal or greater than the difference to the target
value in steps, defined as error ed,g [2]:

nd,i =

{
|nd,i| sd,stop < ed,g

−|nd,i| sd,stop ≥ ed,g
(16)

The current velocity for direction d is computed by dividing the timer frequency, f , by
the timer count [2]:

vd,g =
f

cd,i
(17)
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The ”Gripper Routine” state is reached after main body and gripper are positioned at
their respective target poses. Since the gripper is now in a predefined location relative
to the object, a simple routine can be executed in which the object is manipulated.
Occlusions of the target object by the gripper are expected in this state and do not
result in a transition to another state.

This thesis uses a routine for grasping and a routine for putting actions. If a workpiece
should be grasped, the gripper moves down, grasps, and moves slightly up. In case of a
putting action, the gripper moves slightly down, opens its grasp, and moves up again.
When picking up a workpiece, the routine uses the last detected workpiece position as
its target when moving down. Apart from this, each distance moved by the gripper is
fixed and predefined. After the routine is done, either the grasping or putting action
was successfully, or a failure if the routine could not be properly executed.

5.5 Simulation

The RoboCup Logistics League simulation in Gazebo [46] allows us to simulate any
setup, which makes continuous development of Robotino actions easier, faster and safer.
However, it was not used for any kind of evaluation for this thesis.

To be usable for this thesis, a model of the currently used gripper with moving capability
and physically-based gripping was implemented.

There is no object detector used in the simulation. Therefore, the manipulation approach
was tested with the true object position and no noisy object tracker before testing the
approach on a real robot.

31



6 Evaluation

The proposed approach is tested and evaluated on real robots in the settings from
RoboCup Logistics League. The goal of the approach is a robust and fast manipu-
lation framework for 3-DoF robot bodies with precise grippers. The main evaluation
criteria are average success rate and average completion time of successful actions.

Additionally, the environmental robustness is tested by increasing the height of the MPS,
offsetting parts of it and changing the lighting conditions. The object detector is also
evaluated separately in object detection accuracy and speed.

6.1 Object Tracking

3922 labeled images were used for the training of the final version of YOLOv4 and
YOLOv4-tiny. Using augmentation techniques explained in Chapter 5.2.3, each labeled
image was used in 8 different variants, resulting in 28976 training images and 300 test
images. The labeled images consist of 1147 images from a smartphone camera, 1102
from the used Realsense camera at its usual position shown in Figure 18a and 1673 from
the final position shown in Figure 18c.

Figure 17: Image captured while main body was shaking.

Moving the robot can cause motion blur, especially if the robot’s main body is shaking.
Figure 17 shows the resulting motion blur of a shaking main body. This makes detecting
the object in the image harder and placing their bounding box ambiguous and challenging
even for a human. When initially training YOLOv4-tiny with smartphone images, there
were images with intentional motion blur, made by moving the phone. But their motion
blur is only minor compared with the level of motion blur while the main body is shaking.
After including many motion blurred images from the Realsense camera in the training
set, the results of YOLOv4-tiny on these kinds of images in the data set and in real life
were significantly improved to a point where it is not problematic for the approach.
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Choosing a camera with a low exposure time can reduce the amount of motion blur
heavily and improve the performance of YOLOv4-tiny when driving.

6.1.1 Camera Positioning

(a) Camera positioned at the
gripper and used for the
ICP approach.

(b) Fixed camera with large
distance between it and
target object.

(c) Camera positioned at the
gripper with an offset to
the position in (a).

Figure 18: Camera positions used in this thesis.

The ICP approach uses the camera position shown in Figure 18a where it is placed on
the gripper, such that it moves together with the gripper’s x and y axis. The camera
is rotated by 180° around the x axis, or roll-axis, such that the image is upside down.
Its height is below the conveyor belt and, therefore, rotated by 8° around its y axis, or
pitch-axis, such that the camera is tilted upwards and can see the conveyor belts and
MPS slides. This is a good camera position for the ICP approach since the ICP approach
only needs to detect these objects and has a reasonable distance towards them. However,
for the proposed approach, this was problematic, because when placing the gripper over
the workpiece or MPS slide, the camera is positioned so far forward that workpieces and
slides are not visible anymore.

As a potential solution, the target gripper position can be adjusted to be a few cen-
timeters further in front, where the object is still clearly visible. The gripper routine
afterwards would need to adjust for it and move a bigger distance as an open control
loop. This solution was not chosen since a main reason for the VS approach was its
closed-loop aspect and reactivity.

To solve this problem, the camera position shown in Figure 18b was tried. It is a static
position at the upper part of the robot with a higher distance towards objects as before.
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In its new position, the camera is rotated anticlockwise by 90° around its x-axis. From
this position, the objects are always clearly visible.

However, two problems occurred with this change. Firstly, YOLOv4-tiny had issues
placing bounding boxes as accurately as for the initial position. This is mainly caused
by the training set, since the new position is significantly different from the last one and,
especially, its 90° rotation results in differences between any occurrence of the target
objects in the training set and in real life even though the augmentation is scaling the
training images in many ways. No image was captured from the Realsense in an 90°
angle since they were taken from the initial camera position. This problem can be fixed
by taking new training images from the new camera position. Secondly, having a further
distance to the target object results in higher errors when projecting bounding boxes
into 3D positions.

As mentioned, retraining would probably have fixed the misalignment issue in practice,
but the scaling of bounding box failures remains and can happen if the robot is capturing
images which differ enough from the training set. The issue can be fixed by using an
image with less space around the target object for YOLOv4-tiny, which results in similar
image as a closer camera. This can be done by cropping the image to the expected object
position using the latest response. This is only possible to a degree since the resolution
is reducing with further distances. Using a different camera with a higher focal length,
and with that, a lower field-of-view from far away, would result in a similar effect. Using
a camera with a lower field-of-view is preferably since the resolution is staying high. A
combination of both would probably be even better, but in this thesis neither of these
solutions were tested. Errors in the 3D projection are increasing with distance, too, if
the camera calibration is not perfect. Therefore a camera closer to the object should
result in preciser VS than one far away.

This thesis solved the camera positioning problem by mounting it at the gripper position
it was initially placed, raising its height by 3.3 cm, and removing its rotation around the
y axis, which results in no upwards tilt. The position can be seen in Figure 18c.

The bounding box error tolerance when using this camera position can be seen in Figure
19a, where a YOLOv4-tiny result with a slight mistake in bounding box width and
height is shown. The coordinates at the bottom of the figure as well as every following
labeled image with coordinates at the bottom are measured in a coordinate system
where the robot’s main body with a height of 0 is the origin. When using the object
tracker, only the object of the target class closest to the expected position is detected
and receives a bounding box. The first value, in the x-axis, measures the distance to
the object, the second value, the y-value, captures the offset to the right, and the final
value shows the object’s height in the z-axis. The resulting alignment in Figure 19b is
hardly distinguishable from a perfect alignment. In this case, the workpiece is clearly in
the tolerance zone for the gripper routine to grasp it.
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(a) Object tracking of workpiece with slightly wider
bounding boxes from final camera position.

(b) Robot pose after finishing align-
ment with slightly wider bound-
ing box from final camera posi-
tion.

Figure 19: The image in (a) is taken from the camera in the situation in (b).

YOLOv4-tiny was not retrained for the new camera position while giving the result
in Figure 19a. For this purpose, mainly close-ups of the target objects were captured
since YOLOv4-tiny was already performing well overall, except for close distances to the
target objects where it performed poorly. Problematic was especially detecting the MPS
slide in close distances, where the camera would end up when aligning. Therefore, the
amount of additional MPS slide images for the data set was increased compared to the
data before.

After the training, YOLOv4-tiny’s results near target objects were very reliable, but the
performance for further distances decreased in practice. After a distance of about 60 cm,
YOLOv4-tiny only detects target objects reliably if they are in the middle of the image.
This probably happened because of the data set balance and its bias towards close-ups.
Since the robot is positioned in this range through navigation before switching to the
VS, this is no problem in practice.

Even at the minimal distance to the MPS, which is usually never reached when applying
this thesis approach, the camera in the position shown in Figure 18c can see MPS slides
completely, workpiece bases nearly completely, and most of the conveyor belt in this
position. In close range, it cannot see rings and caps on workpieces as well as the
bottom part of conveyor belts. This is not ideal, but it suits any common manipulation
situation appearing in the RCLL scenario. Since the 3D projection is only using the
bottom bounding box corners, the height of workpiece bounding boxes can be ignored.
However, this is a limitation since the workpiece height could be used to set the gripper
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target pose closer to workpieces if they have less than 3 rings mounted. The gripper
routine used for this thesis assumes each workpiece to have 3 rings and places the gripper
even for workpieces without rings at a high pose. The gripper needs to move this extra
distance while executing its routine. When putting a workpiece down, the gripper first
lifts itself over 3 potential rings before turning back for the same reason.

The positioning of the camera on the gripper has the disadvantage of requiring the
gripper pose to compute the object position relative to the robot’s main body. Therefore,
the gripper controller in Fawkes was adapted to update the gripper pose continuously.

Another disadvantage are bounding boxes varying their sizes while moving the camera
and resulting in a higher variety in 3D object positions while aligning the gripper. The
gripper is adjusting to the responding target positions accordingly. These adjustments
are done in split seconds with the current state of YOLOv4-tiny, but when the camera
was placed in a different position, the variance in the bounding boxes could cause the
gripper to oscillate. This problem can be solved by using a fixed camera position or an
accurately trained YOLOv4-tiny.

6.1.2 Object Tracking Speed

We first compared Carologistics’ Robotino’s CPU performance with an Intel Neural
Compute Stick 2 [8] and came to the conclusion that the CPU forwards neural networks
faster. When choosing a suitable neural network for the object tracking, the images
per second were the first deciding factor. To run VS in real time, a rate of at least 10
images per second were targeted. YOLOv4 and YOLOv3 are not fast enough on the Intel
Core i5-8400H, the CPU of the Robotino. After comparing YOLOv4 and the chosen
YOLOv4-tiny variant on the AMD Ryzen 5 1600, it was clear that YOLOv4 with its
0.904 images per second was clearly not fast enough. YOLOv4-tiny, however, achieves
18.904 images per second on average, which is better than our required minimum.

The object-tracker used in this thesis takes an image from the camera, runs YOLOv4-
tiny on it, computes the 3D object position, and publishes the target poses. This whole
process takes 0.033719 seconds on the Intel Core i5-8400H when applying VS. This
would result in 29.66 images per second, but it is integrated in a sense-think-act loop
and publishes 18.904 target positions per second on average in practice.

6.1.3 Evaluation Metrics

Before showing the evaluation of the object detection, we need to define a few metrics.

The Intersection over Union (IoU) [35] for two bounding boxes is the area of overlap
divided by the area of union as presented in Figure 20. More precisely, IoU for comparing
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area of overlap

area of union
IoU = =

Figure 20: Intersection over Union (adapted from [30]).

the similarity between two arbitrary volumes A,B ∈ Rn is defined as:

IoU =
|A ∩B|
|A ∪B|

(18)

The precision, P , [30] of a classification is defined by:

P =
TP

TP + FP
(19)

It uses the amount of correct detections or true positives, TP, and wrong detections or
false positives, FP.

The recall, R, [30] of a classification as defined by:

R =
TP

TP + FN
(20)

It measures the amount of true positives compared to all detections, which is the sum
of all true positives and all missing detections, or false negatives, FN.

The F1-score [36] is often used to evaluate classification algorithms. It is defined by
precision and recall:

F1-score =
2 P R

P +R
(21)

When using a YOLO network, each bounding box has a confidence value between 0 and
1 for every class, which add up to 1 and can be seen as the predicted probability for the
object to be of the particular class. The class with the highest confidence is chosen as
the class of the bounding box.

When using a YOLO network, precision-recall curves (PR-curves) [30, 11] can be defined
for each object class and represent the connection between precision and recall over the
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Figure 21: TP’s and FP’s are ordered from highest to lowest confidence at the top. The
corresponding PR-curve for 24 labeled objects is shown below. The blue
curve represents the sequence of precision and recall values for these TPs and
FPs. The orange curve is the interpolated precision, which is the maximum
precision for each object of same or lower recall (adapted from [30]).

given data. Figure 21 shows such a curve for an example with 7 true positives and 17
false positives. Each detection is ordered by its confidence from highest to lowest.

For each detection i, the recall up to i, Ri, which is the recall of detections 0 to i, is
computed as well as its precision P (Ri). The blue line in the image is the plot created by
these values. The dotted orange line shows the interpolated precision, which is achieved
by taking the highest precision for the same or lower level of recall [30, 11].

With such a PR-curve, we can compute the average precision (AP) [30] for one object
class as the area under the interpolated precision curve:

AP =
∑
n

(Rn+1 −Rn)Pip(Rn+1) (22)

The interpolated precision for the recall up to n+1, Pip(Rn+1) is computed as follows:

Pip(Rn+1) = max
R̃:R̃≥Rn+1

P (R̃) (23)

To compare the precision of multi-object detectors, the mean average precision, mAP ,
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[30] over all equally weighted classes is used:

mAP =
1

N

N∑
i=1

APi (24)

APi is the average precision of the ith of N classes. In our case N = 3 applies, since our
target objects are either workpieces, conveyor belts, or MPS slides.

6.1.4 Object Detection Accuracy

We used the darknet framework [31] for the YOLO evaluation, which applies non-
maximum suppression with an IoU of 25% before matching bounding boxes to ground-
truth labels. In this process, bounding box pairs of the same class, which have an IoU
of at least 25%, are avoided by removing the one with the lower confidence.

Metric TP FP FN P R F1 APwp APc APs mAP

YOLO50 559 26 11 0.96 0.98 0.97 0.9966 0.9888 0.9804 0.9886

Tiny50 520 48 50 0.92 0.91 0.91 0.9720 0.9526 0.8688 0.9311

YOLO75 529 56 41 0.90 0.93 0.92 0.9741 0.9147 0.8217 0.9035

Tiny75 423 145 147 0.74 0.74 0.74 0.7976 0.7553 0.4263 0.6597

Table 1: Evaluations for YOLOv4

To test the accuracy of YOLOv4-tiny, we compare its performance on the 300 labeled
images in the test set with YOLOv4, which was trained on the same data set as YOLOv4-
tiny. The results can be seen in Table 1, which shows the amount of true positives, false
positives, and false negatives, the precision, recall, and F1-score (F1), as well as the
average precision for workpieces, conveyor belts, and MPS slides separately and the mean
average precision. Each row starts with the network name, where YOLO is YOLOv4
and Tiny is YOLOv4-tiny. The number next to the network name is its minimum IoU
between a detection and the ground truth to be considered a true positive, which is given
in percent.

A minimum IoU of 50%, which is used in the first two rows, is a good measurement for
object trackers overall. The mAP at a minimum IoU of 50% is the most representative
metric for bounding box detection accuracy in this thesis [4]. YOLOv4 performs well
with only 26 false positives, 11 false negatives, a F1-score of 97%, and a mAP of 98.86%
while being better in every metric than YOLOv4-tiny. This is expected, since they
are similar networks, despite YOLOv4 being deeper and more expensive to compute.
Considering its fast computation times, YOLOv4-tiny shows great results with only 22
false positives and 39 false negatives more than YOLOv4, a F1-score of 6% less and
a mAP of 93.11%. Both networks detect workpieces best, conveyor belts second best,
and MPS slides the worst. YOLOv4 has a nearly perfect APwp of 99.66% and a high
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APc of 98.88% as well as APs of 98.04% while YOLOv4-tiny has a high APwp of 97.20%
and a quite high APc of 95.26%, too. However, YOLOv4-tiny’s APs of 86.88% shows
quite a difference. This is probably caused by more images of workpieces and conveyor
belts than MPS slides in the data set. Additionally, workpieces and their rings are easily
distinguishable from the environment since they are have distinct shapes and colors.

When comparing YOLOv4 and YOLOv4-tiny with a minimum IoU of 75%, we are only
comparing detections with very precise bounding boxes. Both are performing worse in
every metric than with a minimum IoU of 50% as expected. YOLOv4’s mAP decreased
from 98.86% to 90.35%. Those values are still high, proving that the bounding boxes
placed by YOLOv4 are mostly very precise. Especially APwp stayed very high with
97.41% while APs decreased fairly low with 82.17%, while APc is between both with
91.47%. YOLOv4-tiny performs comparatively worse on a minimum IoU of 75%, which
can be seen in its mAP decreasing from 93.11% to 65.97%. Especially APs got a lot
worse by decreasing from 86.88% to 42.63% while APwp only decreasing to 79.76%, and
APc to 75.53, which is close to each other. This shows that YOLOv4-tiny places its
bounding boxes less precisely than YOLOv4, especially for the MPS slide.

False negatives of the target object result in missing detections and are usually more
problematic than false positives. False positives are only a problem if their 3D projection
is closer to the expected position than the actual detection of the target object, which
never turned out to be a problem for YOLOv4-tiny in this thesis.

YOLOv4’s accuracy is very well, but we cannot use it as object detector in real time
since its way too slow. However, with only 5.75% less than YOLOv4 in the mAP at
minimum IoU of 50%, YOLOv4-tiny performs good too and is easily fast enough for
this thesis approach. YOLOv4-tiny’s bounding boxes are less precise than YOLOv4’s,
especially for MPS slides, but they are precise enough for this thesis approach, which
will be seen in the evaluation of the whole approach.

6.1.5 Sensing

In this thesis approach, imprecise localization is used to roughly position in front of the
target object. If the robot is close enough to the target and is detecting it reliably, in this
case successfully detecting the target in 3 consecutive images, the VS moves the robot
and gripper purely on image data. This demonstrates the capability of the approach,
but can be dangerous if a workpiece is placed too far back on the conveyor belt or shelf,
since the target body pose will be placed too close to the MPS and results in the robot
driving into the station. Similarly, if the object tracker is detecting the object too far
behind its actual position, the robot can drive into the machine, too. In our evaluation
this happened in 4% of cases and can be fixed by detecting the MPS using the laser
sensors and stopping the robot’s body if it drives to close to it.
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Figure 22: Field configuration for the main evaluation with a CS, an RS, a BS, and 10
starting positions for the robot.

Another problem occurs if the robot’s localization is too imprecise or if the MPS moved
too far from its intended position. In this case, the expected position and the actual
object position can deviate too much and we loose track of the object. A difference
higher than 5 cm can already cause the robot to pick up the wrong workpiece from the
shelf, but this never happened in the evaluation. This problem is no issue if laser sensors
are used to detect the MPS and use this data to compute the expected object position
relative to the MPS whenever the robot is in front of the target MPS.

6.2 Evaluation of VS and ICP

The main evaluation in this thesis consists of a sequence of tests in a known environment
where the VS approach (VS) is compared against Carologistics’ current ICP-based ap-
proach (ICP). The setup is shown in Figure 22 and consists of a 5×5 m field, which is the
same size as the field used in the RoboCup Logistics League 2021. A cap station (CS),
a ring station (RS), and a base station (BS) are placed on the field. Their positions,
and rotations are shown in the image as well as their input and output sides, which are
marked as ”I” and ”O” respectively.

A starting position is defined by a 2D position, indicated by a circle in the figure with
a letter between A and E, and an orientation, defined by a colored arrow pointing in
the direction the robot is supposed to face. A same-colored number is placed next to
the arrow which is the indicator for that particular starting pose. There are 10 starting
poses in total and each is used once for every of the 10 possible manipulation targets of
the machines:

I picking up the workpiece from the left shelf spot of the CS

II picking up the workpiece from the conveyor belt at output side of the RS
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III picking up the workpiece from the conveyor belt at input side of the BS

IV picking up the workpiece from the middle shelf spot of the CS

V picking up the workpiece from the conveyor belt at output side of the BS

VI picking up the workpiece from the right shelf spot of the CS

VII picking up the workpiece from the conveyor belt at output side of the CS

VIII putting the workpiece on the conveyor belt at input side of the CS

IX putting the workpiece on the conveyor belt at input side of the RS

X putting the workpiece on the MPS slide of the RS

This results in 100 scenarios in total per approach. The time for each scenario starts
with moving the robot and ends either after the action fails, a workpiece or a part of it is
dropped, or successfully executing the action. An action is successful after the algorithm
returns a success and if the manipulation was successful, which is the case for a picking
action if the workpiece is picked up stable and the gripper is holding the workpiece only
by its base and not its rings. Additionally, the amount of rings and caps of the workpiece
need to stay the same.

Before performing a putting action, the robot needs to pick up a workpiece through a
picking action. Therefore, the robot always starts with a picking action and followed
by a putting action until there is no putting action left. In this case, we check if the
workpiece is picked up properly and remove it from the gripper. A workpiece is supposed
to stay on the conveyor belt or MPS slide after a successful putting action.

Only workpiece bases without caps are located on the BS. On the shelf of the CS are
only workpiece bases with mounted caps, and on the output of the ring- and CS is a
randomized workpiece mounted with between 0 and 3 rings and potentially a cap. The
colors of each part is randomized and the resulting workpieces are equivalent between
both evaluations of the approaches.

We captured 4 times for both approaches:

• total time of all phases

• positioning time, in which the robot is navigating to the machine

• alignment time, in which the robot aligns to its target

• routine time, in which the robot grasps or places the workpiece
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(a) Diagram of VS phases. (b) Diagram of ICP phases.

Figure 23: Top down perspective of picking a workpiece from the right shelf spot of the
CS using VS (a) and ICP (b). The colored points represent the main body
pose at a phase transition with a rectangle indicating the direction the robot
is facing.

Figure 23a shows the phases while picking a workpiece from the right shelf spot using
VS and Figure 23b shows the phases of the ICP approach on the same action. Picking a
workpiece from the shelf shows the biggest differences between the approaches since ICP
cannot detect workpieces. The positioning phase starts from the blue pose and ends at
the red one. The red pose shows the starting position of the alignment phase, which is
the same as its end pose for the ICP approach. The routine phase’s starting pose is the
green one and its end pose is the orange one, which ends the whole action. The total
times starts with the blue pose and ends with the orange one too. Both poses are the
same for both approaches, which makes this time the most comparable.

The total time is split into the positioning, alignment, and routine phase. It is the
most important time for the comparison and the others are mainly for analysis. The
positioning phase starts together with the total time and ends if the robot is in front
of the target object, such that it switches from navigation to VS control for the VS
approach. For the ICP approach, it ends after positioning the robot directly in front
of the conveyor belt or MPS slide before starting the ICP algorithm. The alignment
phase ends for the VS approach if the body and gripper target poses are reached. For
the ICP approach, this phase ends after ICP matches its position with the conveyor belt
and is aligned with it. In the routine phase, both approaches execute their routines in
an open-loop control, manipulate the workpiece and drive 10 cm back. Afterwards, the
routine and total time is stopped and the action was executed successfully.

The ICP approach had issues with the lasers mounted at the output side of each MPS,
shown in Figure 24, because the gripper fingers are sometimes placed behind the laser
before executing the routine. This resulted in the gripper dropping workpieces and
breaking one of its fingers. These lasers were not mounted on the machines for the
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Figure 24: Image of a conveyor belt at the output side of an MPS with a laser mounted
at its left and a workpiece on top.

RoboCup Asia Pacific 2021, which is why this caused no problems before. In offline
RCLL events, these lasers are mounted on the machines, but for the evaluation of the
ICP approach, the laser were removed.

6.2.1 Positioning

In the positioning phase of the VS approach, the robot is moving to a position 50 cm
in front of the target object while the object tracker is active. If the target object is
detected in 3 consecutive images and the robot is within 20 cm to the positioning target
position with a maximum difference of 0.1 radiant in rotation, the positioning phase
successfully ends.
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Figure 25: Positioning times of the VS approach.
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In the positioning phase of the ICP approach, the robot moves to a point 75 cm in front
of the target conveyor belt or MPS slide, searches the machine, and approaches it until
the robot is positioned right in front of its target.

Figure 25 shows a bar chart of the VS approach’s positioning time. The time deviates
a lot because of the different starting poses and target locations for each action with a
standard deviation of 3.4 s and a mean of 8 s. This is the biggest factor in the deviation
of the total times for the VS approach.
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Figure 26: Positioning times of the ICP approach.

The times for this phase are plotted in Figure 26, which are slower on average than
the times for the VS approach with a mean of 13 s, which is 5 s slower. This is caused
by the VS approach’s positioning phase ending at an earlier point in time and further
away from its target. The ICP approach’s positioning time’s standard deviation is 3.2 s,
which is smaller than the deviation of the VS approach. This might be caused by the VS
approach’s more flexible approach to positioning which allows to end at different times
depending on the object tracking.

6.2.2 Alignment

In the alignment phase, the proposed approach uses VS to move the robot to the target
body pose directly in front of the target object, which is either a workpiece, conveyor
belt, or MPS slide, while placing the gripper at the target gripper pose.

Figure 27 shows the alignment times of the VS approach with a mean value of 4.8 s and
a small standard deviation of 0.7 s. The deviation was mainly caused by the distance
between the target position and the position when starting the alignment phase, because
of the high acceptance tolerance when transitioning from the positioning to the alignment
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Figure 27: Alignment times of the VS approach.

phase. Additionally, the gripper usually needs to make a few adjustments near its target
position until it is aligned.

Metric mean std min max

workpiece 4.7 s 0.6 s 4 s 7 s

conveyor belt 4.9 s 0.7 s 4 s 7.1 s

MPS slide 5.2 s 1.3 s 3.9 s 7.7 s

Table 2: VS alignment stats for different targets

Table 2 shows the means, standard deviations, minimum, and maximum times for each
target object individually. The mean time and standard deviation is the lowest for
workpieces, increases for conveyor belts, and is the highest for MPS slides. Especially,
the standard deviation for MPS slides is much higher than for the other objects.

This is expected considering that less accurate bounding boxes result in more adjust-
ments and a similar trend was seen in the object detection accuracy in the evaluation of
YOLOv4-tiny in Table 1.

After changing the camera position to the final position shown in Figure 18c and before
retraining, this effect was very prominent. The gripper often oscillated between two
points where YOLOv4-tiny’s bounding boxes were too wide if the camera was near the
target, resulting in a projected object position too close to the robot, and too thin if the
camera reached the new target position. The gripper’s target position was then placed
too far behind the object, where the bounding boxes were too wide and the whole process
is repeated. In extreme cases, this oscillation continued until the execution was stopped
manually after 30 to 60 s without progress.
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After the ICP approach finishes its positioning phase, the robot is placed right before the
conveyor belt or MPS slide. In the alignment phase, the robot is only moving slightly
until it is aligned very precisely with the target.
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Figure 28: Alignment times of the ICP approach.

The bar chart in Figure 28 shows the resulting times of ICP’s alignment phase, which
shows a higher deviation in comparison to the VS approach at a mean time of 5 s and a
standard deviation of 2.5 s. The approach retries the ICP algorithm up to 2 times, but
if the fitness is not high enough in any attempt, the actions fails. The high deviation in
this phase’s times is caused by the amount of retries and the computation time for each
run.

6.2.3 Routine

When executing this thesis routine, the main body is driving 10 cm backwards after the
manipulation. Despite that, the robot is staying at target base pose and is only moving
the gripper using open-loop control.

When picking up a workpiece, the last detected weighted average of the object pose is
used as the target pose when moving down the gripper. This is the only adaptation any
of this thesis routines does. Since the camera is not able to see the workpiece’s rings
when picking it up or when placing it, it is assumed to be of maximum height with 3
rings and a cap to ensure the gripper is not colliding with it. This can be solved by
keeping track of the targeted workpiece on agent level or by measuring its height while
it is still in view, but since optimizing the gripper routine is not the focus of this thesis,
this was not done.

Adjusting the gripper target pose closer to the actual workpiece height reduces the
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distance the gripper needs to move while performing the gripper routine and reduces
the time spent in this phase. Similarly, when putting a workpiece down, the gripper
is moved upwards until it is above the workpiece such that they cannot collide when
moving back. This may also be improved in future work.
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Figure 29: Mean Routine times of the VS and ICP approach.

Figure 29 shows the mean routine times for each of the approaches’ routines. Both
routines have a standard deviation of 0.1 s, which shows there is a very low level of
deviation as expected by routines.

Since evaluating both routines combined, they have a mean value of 8 s and a stan-
dard deviation of 1.5 s. The mean is shifted towards the picking routine’s time because
the amount of pick routines, manipulation targets I to VII, compared to put routines,
manipulation targets VIII to X.

After the alignment phase of the ICP approach, the robot is positioned in front of the
conveyor belt or MPS slide. There are 6 types of ICP routines, because when picking
up a workpiece from the conveyor belt or putting a workpiece on the conveyor belt or
MPS slide, the main body does not move, but when picking up a workpiece from the
shelf, the body first needs to move from the conveyor belt to the position on the shelf.
This results in a different picking routine for each shelf position and for the conveyor
belt. Furthermore, there is a different routine for putting a workpiece on the conveyor
belt and for putting one on the MPS slide. Each of these routines also shows a low level
of deviation with a maximum standard deviation of 0.2 s.

In contrast, there are only 2 VS routines, because every workpiece is handled equally
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since we do not adjust for different workpiece heights and the body is already positioned
in front of the workpiece even for shelf spots. Additionally, conveyor and MPS slide
routines are executed relative to their target gripper pose and use the same routine.

Overall, the ICP approach’s routine mean time is 8 s with a standard deviation of 0.9 s,
which is the same mean time as for the VS approach. The VS approach’s routine has the
potential to be significantly faster than the ICP approach, after optimizing the routines
further, since it detects workpieces and starts the routine in front of them even if they
are placed on the shelf. Additionally, the routines in the ICP approach start from a
gripper pose much further back, else the gripper could collide with other workpieces on
the shelf while moving the main body. The routine in the VS approach starts from the
target gripper pose directly above the target.

The static routines of the ICP approach can be dangerous if the environments changes
slightly as seen with the lasers which the gripper could not handle. The routine for the
VS approach does not need to cover a large area where the workpiece could be since it
depends on the workpiece’s position and is very precisely placed above it.

6.2.4 Total Time

The total time is the sum of the positioning, alignment, and routine times.
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Figure 30: Total times of the VS approach.

The total times of the VS approach can be seen in Figure 30 with a mean time of 21 s,
a standard deviation of 4.1 ss. The deviation was mainly caused by the positioning
phase and, therefore, from the differences in the starting pose and manipulation target.
Another factor is the difference in the mean times between picking and putting routines.
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Figure 31: Total times of the ICP approach.

The total times of the ICP approach can be viewed in Figure 31. The mean total
time is 26 s with a standard deviation of 4 s. The main deviation is mainly caused by
the positioning phase and, additionally, heavily from the alignment phase. The ICP
approach’s mean times are worse for each phase.

The VS based approach’s mean total time is about 5 s faster than the VS approach,
which is an 19% improvement.
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Figure 32: Total times of every attempt which was successful for both approaches ordered
by ICP times colored in red and VS times colored in blue.

Figure 32 shows the total times of both approaches, the ICP approach in red and the VS
approach in blue, of each scenario where both approaches were successful. The scenarios
are ordered by the total times of the ICP approach. The figure shows that VS was faster
faster in most scenarios. Only in 4 scenarios was the ICP approach faster than the VS
approach.

50



To confirm that the VS approach is significantly faster than the ICP approach, a Welch’s
t-test [41] was made. The 91 total times, in which both approaches were successful, were
used for the analysis. The null-hypothesis is rejected with p < 0.0001. This proves, that
the VS approach is significantly faster than the ICP approach.

The maximum total time is an outlier which deviates a lot from the mean. Its scenario
was to put a workpiece on the conveyor belt at the CS input side, manipulation target
VIII, starting from point 3 as shown in Figure 22. This time was mainly caused by
backwards state transitions from the ”Move Body and Gripper” state to the ”Search”
state, which occurred because the target object was not detected for 4 consecutive im-
ages. These transitions increases this attempt’s total time by about 10 s. This was the
only attempt where two of these appeared, which were very rare overall since only 4
backwards state transitions appeared in total while evaluating.

The other backwards state transitions were from the ”Move Body and Gripper” state
to the ”Search” state too and resulted in about 2.5 and 5 additional seconds, but since
the total times of these attempts were average despite these extra seconds, their total
times did not become outliers. However, two of the three attempts were outliers in the
alignment phase with times over 7 s, which makes up half of the occurrences in the bar
with the highest times in Figure 27. They only stand out in this phase because of its
low deviation compared to the other phases.

The other outliers were mainly caused by deviations of positioning times by starting
points, where the ICP approach performed better than the VS approach, deviations of
alignment times when targeting the conveyor or MPS slide of the RS, and the differences
in time between putting routines.

Over the set of 100 benchmark scenarios, the success rate for the VS approach is 99%
and for the ICP approach 92%.

The VS approach was evaluated with the lasers, shown in Figure 24, mounted and
this most likely caused the approach to drop a workpiece once, which was the only
unsuccessful scenario of the approach. Before this scenario, the gripper was touching
the lasers when grasping a workpiece from the conveyor belt at an MPS output side
multiple times. This resulted in a miss-calibrated gripper, whose x-axis was about 1 cm
too far in front. In the unsuccessful scenario, with starting pose 5 and manipulation
target V, the workpiece was located at the BS’s output side and the gripper was placed
too far behind the workpiece, which was probably caused by the miss-calibration of the
gripper. The gripper’s finger were blocked by the laser and when moving the gripper
upwards, the fingers were closing in such a way that the workpiece was not properly
grasped and fell to the ground shortly after.

5 of ICP’s 8 failed scenarios where caused by failing in the alignment phase because of
too low fitness scores. In one scenario, the workpiece was not properly placed on the
conveyor belt. It was placed partially on the metal rail next to the conveyor belt and
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the other two scenarios failed in the positioning phase.
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Figure 33: Mean total times of the VS and ICP approach.

The mean times of each phase of both approaches can be seen in Figure 33, where the
mean positioning time is blue, mean alignment time is red, and mean routine time is
brown. Even though the phases of both approaches are similar, we cannot easily compare
them since their start and end robot poses differ heavily as well as their goals.

However, we can claim some conclusions. The VS approach transitions faster from
positioning to alignment than the ICP approach because of its flexible nature and finishes
the alignment phase in a similar time as the ICP approach finishes its positioning phase.
In these transitions, the ICP approach is placed before the conveyor belt or MPS slide,
starts to align itself with it and measure its relative position very precisely. In the same
time on average, the VS approach had not only positioned the robot before its target,
the gripper is also at its target pose. The mean alignment time for the ICP approach
is close to the about 5 s the approaches differ in their mean alignment time and is the
mean time the VS approach is faster in total compared to the ICP approach. This can
be viewed that ICP needs these approximately 5 s to precisely align itself with the MPS
while VS is already precisely located on its way to the target object and saves this time.

The mean routine times of both approaches are similar even though the VS approach
has the advantage of being in front of the target object and having its gripper properly
placed above it while the ICP approach makes this time up with more optimized routines.
This indicates that the VS approach could reduce its routine time further together with
its total time.

6.3 Grasping Challenge

In this section, we reproduce a challenge from the RoboCup Asia Pacific 2021 which
focuses mainly on manipulation. The challenge is called the Grasping Challenge and is
done on the 5 × 5 meter field shown in Figure 34 where a RS, CS, and BS are placed
according to the figure. The MPS’s orientations are clarified through their input, I,
and output side, O. The robots starting positions are marked as circles. The challenge
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Figure 34: Starting configuration for the grasping challenge. BS is placed at M Z12, CS1
is placed at M Z53 and RS1 is placed at M Z25.

starts with a robot placed in front of the output of each machine where a workpiece
base is located. Each robot needs to pick the workpiece up, drive it to the input of the
machine, and put it on the conveyor belt. While the robot is driving back to the output
of the machine, a human supervisor is placing the workpiece again at the output. This is
repeated until each workpiece was placed 3 times at the respective input and all robots
returned to their starting positions.

Since only one robot was capable of VS while evaluating, the challenge was changed to be
done with one robot. In the Grasping Challenge, all 3 robots are working in parallel and
the time is stopped after the slowest robot finishes all actions successfully and moves to
its starting position. To copy this setup with one robot as well as possible, the challenge
will be done for each machine separately and the worst time is used for comparison.

When using the VS approach, the robot needed 123 s for the CS, 121 s for the RS, and
119 s for the BS. Therefore, we evaluate the attempt with a time of 123 s. For comparison,
Carologistics won the Grasping Challenge with a time of 225 s, which is an improvement
of 45%.
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VS Pick Challenge

VS Put Challenge

5.97
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Figure 35: Mean Routine times of the VS approach for the Grasping CHallenge.

Figure 35 shows the mean time for the pick and put routine used for the Grasping
Challenge, which can be compared to the mean times of the other routines in Figure
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29. The mean time for the pick routine is 6 s, which is about 1 s faster than the picking
routine used for the VS approach in the main evaluation. The put routine takes about
8 s, which is even 2 s faster than the putting routine of the main evaluation.

For this challenge, the routine was slightly modified to fit the height of workpieces with
no rings instead of ones with 3 rings, which is safe since the challenge only uses these
workpieces. This reduced the routine times significantly. The routines were additionally
changed to move the robot 30 cm backwards after picking the workpiece up or putting
it down instead of 10 cm to navigate around the machines more easily which slightly
increased the routine times. This shows that VS can reduce the total time even further
than shown in the main evaluation. These routine times have a small deviation, but the
sample size is only 9 actions per routine and should be viewed with caveat.

6.4 Robustness against Environment

This thesis approach needs to be robust against various changes in its environment such
as lighting changes, and mispositioned workpieces or machines.

The main evaluation was done with lasers mounted at the outputs of machines, which
the VS approach could handle reasonably well without any adjustments. Additionally,
while aligning the gripper to a workpiece, the workpiece can be moved continuously and
the VS approach keeps track of the workpiece and adjusts the gripper to the new target
position.

In the following, we will show how well this thesis approach handles machines which are
elevated and how well the object tracking deals with changes in lighting. These examples
are not common in an usual RoboCup environment since they are generally too extreme
and YOLOv4-tiny was not trained for them.

6.4.1 MPS Placement

An MPS, which is placed a few centimeters differently than it is supposed to, is no
problem for the approach as long as the object is still in view of the camera and the
machine is placed within a threshold, which was 40 cm for the main evaluation.

More problematic is the differentiation between different workpieces on the shelf. Their
position differ by 10 cm and small dislocations of the workpieces, CS, or the robot can
cause the tracking to target the wrong workpiece. This was never the case in the eval-
uation since the environment was controlled and everything was perfectly placed. This
problem could be fixed by using the laser sensor to detect the MPS and compute the
expected target object position relative to the MPS based on this laser data.
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We compared how well the ICP and the VS approach respond to an MPS which is
elevated by 1, 2, and 3 cm. The input side of an RS was used for this experiment as it
has a conveyor belt, and a slide and is therefore usable to pick up workpieces and put
them on the conveyor belt and MPS slide.

The VS approach had no problems with a 1 cm elevation and was able to pick up work-
pieces and put them on the conveyor belt or MPS slide. The camera, positioned as in
the main evaluation shown in Figure 18c, was not able to see workpieces or the MPS
slide with an elevation of 2 or 3 cm and could, therefore, not finish the manipulation.
However, it was able to see the conveyor belt and was able to put workpieces on it
without problems.

When testing ICP, it matched and aligned with the conveyor belt for every height, but
since its routine does not adapt to the sensed position in z direction, the routine was
not completely tested. It was stopped since it would have continued as for the normal
MPS height, which would have resulted in broken gripper fingers.

We were surprised by the successful matching of the ICP algorithm for every tested
height, but knew about the problem with the routine. However, the algorithm can most
likely be expanded to handle situations like this.

The problem with the camera of the VS approach was expected since finding a good
camera position was already challenging. However, the current camera position showed
some robustness by capturing all target objects with at least 1 cm of deviation in height.
Putting workpieces on the conveyor worked fine and we assume, if the workpiece or MPS
slide would have been in the image, the algorithm would have successfully executed the
actions with them too.

This shows that the ICP approach is currently more robust against misplacements of the
MPS than the VS approach. Most likely both approaches are capable to handle these
situations if they are adjusted for them. The VS approach’s expected position would
need to be computed relative to the MPS and the camera needs to be positioned to
view the target objects at all time while applying VS. Additionally, the routine of the
ICP approach would need to adjust to changes in the z-axis. However, the VS approach
is able to react to misplacements instantly while aligning. The ICP approach needs
multiple seconds for this and is not capable to react to changes of the workpiece position
since workpieces are not detected.

6.4.2 Lighting

In this section, we will show how well our YOLOv4-tiny handles lighting conditions and
situations for which it was not trained for.
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While the main evaluation was performed under perfect lighting conditions on a bright
day, we also examined the performance under worse conditions.

(a) A workpiece is tracked on a conveyor belt
in a dark room.

(b) Object tracking in a bright room.

Figure 36: Object tracking under extreme exposure levels.

The camera used for this thesis adjusts the image to the lighting conditions well and
quickly. Although, in Figure 36a, the room was very dark when the only lights-source
was some light from the windows, the object detector was very precise. In Figure 36b
the lights over the CS were turned on while the camera was adapted to a dark room,
which resulted in a bright image. However, the object tracking was very precise and
detected the conveyor belt and workpiece the same as when keeping the lights on or off.

To better understand the degree the object tracking can handle and where it fails, we
present two images for each situation, where the left image (a) is still handled well and
the right image (b) is producing inaccurate bounding boxes or does not detect the object
at all.

The following images are all captured from the camera position used for the main eval-
uation, shown in Figure 18c. Either every target object in the image is labeled or just
one target object. In case every target is labeled, workpieces are marked with blue,
conveyors belts with green, and MPS slides with red bounding boxes. If just one target
is tracked, the image was labeled by the object tracker in real time and there is the 3D
object position written on the bottom of the image.

In some images, the object position is written as ”X.XXX X.XXX X.XXX” in which
case the object was not detected. It is also possible that YOLOv4-tiny detected the
object, but its bounding box was imprecise and rejected if its responding 3D position
was not within a 40 cm threshold near the expected position.

Figure 37a shows an image of the same scene as Figure 37b, but one object tracking
loop earlier. The images were captured in a dark room while the lights were turning on.
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(a) A workpiece and a conveyor belt tracked
in a bright room.

(b) A workpiece and on a conveyor belt unsuc-
cessfully tracked in a too bright room.

Figure 37: Object tracking in bright environments.

In (a), the object tracking is still accurate and in (b), it does not detect anything. This
is the only image, where the object tracking was not performing as usual, while turning
the lights on. In fact, Figure 36b is the image in the following loop.

(a) Object tracking working properly with a
smartphone light exposing near target ob-
ject.

(b) Object tracker misplacing its bounding
box while a smartphone light exposes it.

Figure 38: Object tracking while a smartphone light is exposing the workpiece from the
side.

In the following images, a smartphone light is used to create a bright light from one
direction at a close range to the workpiece. The light in Figure 38a is handled quite
well and the bounding box still covers most of the workpiece. In Figure 38b a large
part of the workpiece is not in the bounding box as it was most likely so bright, that
YOLOv4-tiny declared it as another object or some background like a wall.
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(a) Object tracking working properly with a
smartphone light behind target object.

(b) Object tracking not detecting workpiece
because of the smartphone light in the
background.

Figure 39: Object tracking while a smartphone light is exposing the workpiece from its
back.

In Figure 39a and Figure 39b the smartphone light is placed behind the workpiece while
lights in the room were turned off. In (a), the light looks seemingly more disturbing than
in (b), but the object tracker is working fine in (a) and did not detect the workpiece in
(b). The reason for that might be, that that in (b) more area of the workpiece is covered
by the beam of light.

For Figure 40a and Figure 40b the scene is kept the same as in Figure 39a and 39b except
for the workpiece, which was changed from a silver base to a red one. The difference in
material can be seen very clearly since the workpiece is glowing red instead of reflecting
the light as the silver base does.

In the final comparison, YOLOv4-tiny’s robustness against human interference is tested
by picking up the workpiece. In Figure 41a, the bounding box is less precise as without
the finger partly blocking the vision. The image in Figure 41b was captured one object
tracking loop later. In the image, the workpiece is lifted and motion blur appears.
Furthermore, the workpiece was not detected.

YOLOv4-tiny has a high robustness against even extreme lighting conditions and we
showed some of its limits. To improve these results, the network can be retrained, which
is an important advantage of neural networks compared to traditional computer vision
methods.
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(a) Object tracking working properly with a
red-glowing workpiece and a smartphone
light exposing it from the side.

(b) Object tracking not detecting a red-
glowing workpiece with a smartphone light
exposing it from the side.

Figure 40: Object tracking while the smartphone light is exposing a red workpiece such
that it glows.

(a) Object tracking working properly while a
hand is grasping the workpiece.

(b) Object tracking is not detecting the work-
piece while a hand is grasping it and mo-
tion blur occurs.

Figure 41: Object tracking while a hand is grasping the workpiece.
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6.5 Future Work

In this section, we discuss possible extensions of the proposed approach that may solve
some of the encountered limitations.

6.5.1 Camera

Multiple camera positions were tested and optimized for the current camera. Addi-
tionally, we discussed camera parameters, which would improve this thesis approach’s
performance or fix problems with certain camera positions.

Using a static camera on the main body has the advantage of more stable bounding
boxes after the body reached is target pose, but a static camera needs to be placed
such that it does not interfere with the gripper and is most likely to be placed further
away from the target objects. However, the detection and target object position are
more precise the closer the camera is to the workpiece because of calibration issues and
because the area in the image with the target object is larger. However, the camera
used in this thesis could not show the bottom part of the conveyor belt and the rings of
the workpiece in close distances, because of its positioning and its small field-of-view for
small distances. This limits the precision and functionality of the approach, e.g. by not
being able to detect the workpiece height when aligning the gripper.

When using a static camera position, a camera with a higher focal length can be used.
This results in a smaller field-of-view for further distances. In close distances, the field-of-
view should preferably fit all target objects, which would allow to compute the workpiece
height while aligning. Additionally, a higher network resolution could be used for this
position, since the minimum field-of-view is bigger and the object detector needs to
detect smaller target objects relative to the image space.

Additionally, the exposure time of the camera should be shorter to reduce motion blur.
This should result in more precise object detection.

6.5.2 Laser Data

In this thesis, we decided to not include laser data in the object tracking to better show
how well the robot moves using only images for the VS even though laser data would
increase approach’s robustness. However, we encourage to implement it in a future work
to ensure a minimum distance between the robot and the machine by detecting the MPS
using the laser sensors and regulating the speed of the robot’s main body based on the
distance towards the MPS such that it stops before driving into it.

Additionally, the laser data of the detected MPS can be used to increase the approach’s

60



robustness against misplaced MPS by computing the expected object positions relative
to their MPS based on the laser data.

6.5.3 Neural Network

YOLOv4-tiny turned out to perform well in terms of speed and accuracy, but the object
detector could be changed to any feasible algorithm.

An implementation with 2 neural networks could be implemented in a future work as
well. One is used and trained for small distances with a lower resolution to improve
the computation time and performance when aligning the gripper. The other network
is trained for larger distances by increasing its resolution and amount of layers while
only including images with target objects with larger distances in the training set. This
network is then used for the ”Search” state and maybe until a certain distance for the VS.
In this distance, the algorithm would switch to the network trained for small distances.
A high detection rate per second is not required while the robot has a large distance to
the target object and, therefore, the network for further distances could take a longer
time, e.g. 200ms, for computing the object position.

YOLOv4-tiny could be further used as the network for close distances since it proved to
be capable of that.

Additionally, the image can be cropped to reduce the field-of-view to the expected target
position. This needs to be done carefully, since the robot is moving and the expected
position might change because of that. If parts of the target object in the image are
removed, this will significantly reduce the object position accuracy. The cropping is
also limited by the image resolution and will only improve the results until the certain
resolution.
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7 Conclusion

Interacting with objects is a common robotics problem known as object manipulation. A
typical scenario is picking up an object, transporting it to a target location, and putting
it down. The goal of this thesis was to make object manipulation more reliable and
faster, especially for imprecise robots with precise grippers.

We propose an object manipulation framework for robots consisting of a 3-DoF omni-
directional body with a calibrated monocular camera, mounted on the body with the
target object in view, and a precise gripper.

The approach is tested in the settings from RoboCup Logistics League (RCLL), which
is a competition between teams of autonomous robots in which workpieces are delivered
based on given orders. The robots need to pick up workpieces, transport them to certain
stations, and put them down, which will be done using the proposed approach.

In this approach, workpieces as well as their destination targets, which are conveyor
belts and MPS slides, are detected and tracked in 3D space using YOLOv4-tiny by
assigning a bounding box around the target object and determining its 3D position
using a triangulation approach without the need of stereo or RGB-D cameras, which is
often required in other approaches. Target poses for the main body and the gripper are
computed based on the object position and are reached simultaneously using a closed-
loop PBVS task for each. The robot does not need to stop before reaching its target pose
and transitions seamlessly between internal navigation and VS, which is an advantage
compared to previous approaches, which would always require the robot to stop for
several seconds for sensor updates. After reaching both target poses, a gripper routine
is executed, which either grasps or places the workpiece.

For our evaluation, we compared the proposed approach against Carologistics’ ICP ap-
proach using average success rate and average total time as main criteria. Our approach
had a higher success rate and was significantly faster with an average difference of 5 s.
This shows, we successfully created a faster and more robust manipulation framework for
Carologistic’s Robotino than the ICP approach, which also reacts dynamically to changes
in its environment like moving workpieces. Additionally, it only requires a monocular
camera, which are usually cheaper and have less issues with reflective or black materials
than RGB-D cameras.

YOLOv4-tiny not only performed well in its accuracy and speed evaluation, it is very
reliable in practise, too. It was a good choice as object detector for the VS approach
and can be easily expanded on if environment changes reduce its performance, since it
can be trained in a few hours, which is important for use cases as the RCLL.
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